
 
 
 
 

Formation of Amphitheater-Headed Canyons 
 

by 
 

Michael Patrick Lamb 
 
 

B.S. (University of Minnesota, Minneapolis) 2001 
M.S. (University of Washington, Seattle) 2003 

 
 

A dissertation submitted in partial satisfaction of the  
requirements for the degree of  

 
Doctor of Philosophy  

 
in 
  

Earth & Planetary Science 
 

in the  
 

GRADUATE DIVISION  
 

of the  
 

UNIVERSITY OF CALIFORNIA, BERKELEY  
 
 

Committee in charge: 
  

Professor William E. Dietrich, Chair  
Professor Michael M. Manga  

Professor Mark Stacey 
 
  

Spring 2008 
 



 
 
 
 
 
 
 
 
 

Formation of Amphitheater-Headed Canyons 
 
 
 
 
 
 

Copyright © 2008 
 

Michael Patrick Lamb 
 
 



 1 

Abstract 
 
 
 

Formation of Amphitheater-Headed Canyons 
 
 

by 
 
 

Michael Patrick Lamb 
 

Doctor of Philosophy in Earth & Planetary Sciences 
 
 

University of California, Berkeley 
 

Professor William E. Dietrich, Chair 
 
 
 

The amphitheater headwalls of some bedrock canyons have been used to infer the 

environmental conditions and erosion processes responsible for shaping the surfaces of 

Earth and Mars.  Morphologic identification of process is hampered, however, because 

we lack basic field observations and quantitative models of erosion and sediment-

transport in bedrock canyons.  Herein I describe five related efforts to identify erosion 

and transport processes through field observations and measurements of canyons on 

Earth, and to develop quantitative models for some of these processes.  First, I present a 

compilation of new observations and those of others, and conclude that, despite 

assertions that amphitheater form is due to groundwater-seepage erosion, the evidence 

to support this hypothesis is ambiguous or nonexistent for most bedrock canyons.  A 

detailed examination of two prominent examples, the Kohala valleys in Hawai‘i and 

Box Canyon in Idaho, has revealed no evidence for seepage erosion.  Instead, field 

observations and topographic analyses of the Kohala valleys suggest that they likely 
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formed by waterfall plunge-pool erosion following large-scale slumping of Kohala 

Volcano.  In addition, sediment transport measurements and dating indicate that Box 

Canyon owes its origin to large-scale flooding that occurred about 45 thousand years 

ago.  To better quantify erosion and transport processes, a mechanistic model is 

presented to predict the conditions under which coarse sediment is mobilized in rivers 

and streams over a wide range of channel-bed slopes.  Lastly, I present a model for 

abrasion of bedrock riverbeds by impacting particles carried in bedload and suspended 

load.      

 

 

 

            

__________________________________ 

      Professor William E. Dietrich 
      Dissertation Committee Chair 
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Chapter 1 

Introduction 

 

1.1.  Why Study Amphitheater-Headed Canyons? 

A central theme in geomorphology and planetary science is to decipher the 

environmental history of a planet’s surface by observing and interpreting landscape 

form.  A prominent example is the formation of amphitheater-headed canyons (e.g., Fig. 

1).  The processes responsible for creating these spectacular landforms, with steep 

stubby headwalls and little landscape dissection upstream, have long intrigued 

geomorphologists (Hinds, 1925; Stearns, 1936; Laity and Malin, 1985).  Can the 

morphology of amphitheater-headed canyons be used to decipher the erosional 

processes active on a planet’s surface?  This question is not only important for 

unraveling Earth history, but is also at the forefront of Martian exploration, where the 

discovery of bedrock canyons (e.g., Fig. 2) has sparked debate about the possibility of 

rainfall, groundwater, and life on Mars (Sharp and Malin, 1975; Pieri, 1976; Carr and 

Clow, 1981; Baker, 1990; Malin and Carr, 1999; Harrison and Grimm, 2005).   

The leading hypothesis for formation of amphitheater-headed canyons is erosion 

by emerging spring water (i.e. seepage erosion or groundwater sapping) (Dunne, 1980;  
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Figure 1.  Aerial photograph of Box Canyon, Idaho.  Box Canyon is a short (~ 2 km) 
amphitheater-headed tributary of the Snake River Canyon, near Hagerman Idaho.  See 
Chapter 4 for more detail. 

 

 

10 km

 
 
 
Figure 2.  Nanedi Valles, Mars.  Note the tributaries of the larger canyons often end 
abruptly as stubby amphitheater-headed canyons.  Credit: European Space Agency. 
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Higgins, 1984; Baker, 1990; Dunne, 1990).  In this model, canyon headwalls are 

undermined and collapse due to seepage induced weathering (Fig. 3).  This results in 

upstream headwall retreat and eventually formation of a canyon.  Despite the popularity 

of this hypothesis, fundamental questions about the amount and duration of water 

discharge responsible for carving amphitheater-headed canyons remain unanswered 

because we lack both robust morphologic criteria to identify erosion processes in 

bedrock and quantitative models that describe those processes.  Basic observations and 

measurements of bedrock erosion and sediment transport processes are needed to test 

and quantify models for canyon formation.  

 The original goal of my dissertation was to fill this knowledge gap using field 

measurements and model development of bedrock erosion and canyon formation by 

seepage flow.  Three field sites were selected that contain amphitheater-headed canyons 

in bedrock: the canyons of the Colorado Plateau, the Kohala valleys of Hawaii, and Box 

Canyon of Idaho.  The first two sites are often cited as classic examples of canyons 

formed by seepage erosion, and subsequently are commonly used as Martian analogs 

(Laity and Malin, 1985; Kochel and Piper, 1986).  Despite previous work, at all sites 

investigated I found the evidence for seepage erosion to be ambiguous or non-existent. 

This surprising result led to a reanalysis of the evidence for seepage erosion in bedrock, 

presented in Chapter 2.  In Chapter 3, I reinterpret the Kohala valleys of Hawaii as a 

product of large-scale slumping and waterfall plunge-pool erosion.  In Chapter 4, I 

show strong evidence against the seepage-erosion hypothesis at Box Canyon, Idaho, 

and demonstrate that this canyon was carved by a megaflood ca. 45 ka.   
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Time = 1 Time = 2  
 
 
Figure 3.  Cartoon illustrating the seepage-erosion hypothesis for creating amphitheater 
canyons with steep headwalls.  Time 1) Emerging spring water from a cliff face erodes 
and undermines the cliff.  Time 2) Focused erosion and removal of sediment leads to an 
amphitheater-headed canyon. 
 
 
 
 
 
 

Abrasion by 

Impacting Sediment

Plucking 

of Bedrock

Toppling and 

Sliding at Knickpoint

Plunge Pool

Abrasion

Transport 
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Figure 4.  Cartoon illustrating the erosion and transport processes at a canyon headwall.  
Bedrock is worn from abrasion by impacting sediment and plucking of rock.  Headwall 
retreat can occur due to plunge-pool erosion and toppling.  Boulders and other sediment 
must be transported away to allow continued headwall retreat. 
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Since seepage erosion appears to be much less important for amphitheater-

canyon formation than previously thought, it is important to give careful consideration 

to alternative erosion mechanisms.  I have identified two basic and necessary processes 

for formation of amphitheater-headed canyons in bedrock: 1) erosion of the canyon 

headwall, and 2) transport of collapsed sediment out of the canyon (Fig. 3).  Erosion 

processes at a particular site might include fluvial abrasion, plucking, plunge pool 

erosion or block toppling (Fig. 4).  The latter chapters are devoted to developing 

quantitative models to describe some of these processes.  A portion of Chapter 3 

presents a quantitative model for plunge pool erosion applied to the case of Hawaiian 

amphitheater-headed valleys.  Chapter 5 presents a model to predict the conditions for 

sediment entrainment in steep mountain streams.  Finally, Channel 6 discusses a model 

for abrasion of a bedrock river-channel by suspended and bedload sediment.  A more 

detailed summary of each chapter is given below.   

 

1.2.  Summary of Chapters 2 - 6 

     In Chapter 2, I review the evidence for seepage erosion in bedrock to address 

whether amphitheater morphology can be used as a diagnostic indicator of seepage 

erosion.  Seepage erosion is shown to be an important process in loose sediment where 

hydraulic forces cause grain detachment, often resulting in amphitheater-headed 

valleys.  However, the extension of these processes to resistant rock is uncertain.  In 

sedimentary rocks, groundwater might control the shape and rate of valley formation.  It 

is possible, however, that seepage plays only a secondary role to runoff processes.  This 

seems likely in basaltic valleys on Earth, where little evidence exists for seepage 
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erosion.  Since the ability of seepage to erode bedrock valleys remains unclear and 

because many amphitheater-headed valleys were probably carved by other processes, I 

conclude that seepage erosion should not be inferred based solely on valley form.  

In Chapter 3, a detailed case study is presented of the spectacular canyons of 

Kohala, Hawai‘i, one of the most widely cited terrestrial analogs for Martian 

amphitheater-headed valleys in basalt (e.g., Kochel and Piper, 1986).  New field 

observations and topographic analyses of the amphitheater-headed Kohala valleys 

reveal no evidence for intensively weathered rocks or alcoves around springs at valley 

headwalls.  Instead, valley-head erosion appears to be dominated by waterfall plunge 

pools. Stream flow from peak-annual precipitation events exceeds spring discharge by 

more than an order of magnitude and such flow is responsible for evacuation of the 

coarse sediment that lines the streams.  Bathymetry along the Kohala coast has revealed 

a large submarine landslide, the Pololū Slump, directly offshore of the Kohala valleys. 

The headscarp of this massive landslide is proposed to be expressed as the present day ~ 

400 m Kohala sea cliffs.  I propose that as dominant streams poured over this headscarp 

as waterfalls, vertical plunge-pool erosion and undercutting caused upstream 

propagation of knickpoints, eventually producing amphitheater-headed valleys. Island 

subsidence following valley formation has resulted in alluviation of the valley floors 

creating the observed U-shaped valley cross sections.  The average rate of valley 

headwall advance is found to be as high as 60 mm/yr using island subsidence rates and 

the ages of volcanic eruptions and submarine terraces. After the slump, many streams 

did not form upslope propagating waterfalls because they had smaller discharges due to 

smaller drainage areas caused by a radial drainage pattern and fault-bounded drainage 
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divides, which prevented runoff from the wetter summit of the volcano.  In addition to 

the field analysis, a simple model is proposed for upslope headwall propagation by 

vertical waterfall erosion based on abrasion by impacting sediment particles in plunge 

pools.  This model indicates that headwall propagation depends non-linearly on the 

sediment flux passing over the waterfall and linearly on the ratio of kinetic versus 

potential energy of sediment impacts.  A threshold for headwall propagation due to 

sediment supply or sediment-transport capacity is consistent with the model.   

In Chapter 4, I present observations from Box Canyon, Idaho, which was 

originally thought to have been carved by seepage erosion owing to the ~10 m3/s spring 

that emanates from the base of its ~35-m high vertical headwall, and because of the lack 

of drainage-network development upstream (Stearns, 1936).  I found, however, that 

weathering is not enhanced near the spring, and flows larger than 220 m3/s are required 

to move the boulders that line the canyon floor.  Moreover, plunge pools and a broad 

shallow channel with scour marks upstream of the canyon head indicate overflow of a 

large-magnitude flood (> 800 m3/s) in the past.  U-Th/He eruption ages, 3He 

cosmogenic ages of scoured bedrock and boulders, and 14C dates from shells within a 

backwater deposit support canyon formation between ca. 86 ka and 50 ka, with little 

activity since except talus production.  I propose that a large flood, possibly related to a 

glacial-lake outburst from the Wood or Lost drainages to the northeast, poured over the 

wall of the Snake River Canyon ca. 50 ka, causing headward erosion for a time-period 

of weeks to months, resulting in Box Canyon.  These results add to a growing 

recognition of Quaternary catastrophic flooding in the American northwest, and may 

imply that similar features on Mars also formed by floods rather than seepage erosion.   
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Because excavation of sediment is one of the necessary conditions for canyon 

formation (Fig. 4), Chapter 5 is devoted to assessing the mobility of boulders in 

mountain streams.  Data from laboratory flumes and natural streams are presented to 

show that the critical Shields stress for initial sediment motion increases with channel 

slope, which indicates that particles of the same size are more stable on steeper slopes.  

This observation is contrary to standard models that predict reduced stability with 

increasing slope due to the added downstream gravitational force.  Processes that might 

explain this discrepancy are explored using a force-balance model, including increased 

drag from channel walls and bed morphology, variable friction angles, grain emergence, 

flow aeration, and changes to the local flow velocity and turbulent fluctuations.  I found 

that increased drag due to changes in bed morphology does not appear to be the cause of 

the slope dependency because both the magnitude and trend of the critical Shields stress 

are similar for flume experiments and natural streams, and significant variations in bed 

morphology in flumes is unlikely.  Instead, grain emergence and changes in local flow 

velocity and turbulent fluctuations seem to be responsible for the slope dependency due 

to the coincident increase in the ratio of bed-roughness scale to flow depth (i.e., relative 

roughness).  A model for the local velocity within the grain-roughness layer is proposed 

based on a 1-D eddy viscosity with wake mixing.  In addition, the magnitude of near-

bed turbulent fluctuations is shown to depend on the depth-averaged flow velocity and 

the relative roughness.  Extension of the model to mixed grain sizes indicates that the 

coarser fraction becomes increasingly difficult to transport on steeper slopes.  

In Chapter 6, a mechanistic model is derived for the rate of fluvial erosion into 

bedrock by abrasion from impacting particles transported in bed and suspended load.  
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The model is an extension of recent work that considers only impacts from bedload 

sediment (Sklar and Dietrich, 2004).  The erosion rate is equated to the product of the 

impact rate, the mass loss per particle impact, and a bed-coverage term.  Unlike 

previous work, the impact rate is not assumed to tend to zero as the shear velocity 

approaches the threshold for suspension.  Instead, a given sediment supply is distributed 

between the bed and suspended load by utilizing common formulas for the bedload-

layer height, bedload velocity, logarithmic fluid-velocity profile, and Rouse sediment-

concentration profile.  I propose that the impact rate scales linearly with the product of 

the near-bed sediment concentration and the impact velocity.  Particles are considered 

to impact the bed due to gravitational settling and advection by turbulent eddies.  

Results imply, unlike models that consider only bedload, that the erosion rate increases 

with increasing transport stage (for a given relative sediment supply), even for transport 

stages that exceed the onset of suspension.  In addition, erosion can occur when the 

sediment supply exceeds the bedload capacity because a portion of the sediment load is 

transported in suspension.   

 Extracts from some chapters have been published elsewhere and are reproduced 

here with permission.  Chapter 2 has been published in the Journal of Geophysical 

Research – Planets (Lamb et al., 2006), Chapter 3 has been published in the Geological 

Society of America Bulletin (Lamb et al., 2007), Chapter 4 has been accepted for 

publication in Science (Lamb et al., 2008a), Chapter 5 has been published in, and 

Chapter 6 has been submitted to the Journal of Geophysical Research – Earth Surface 

(Lamb et al., 2008b).   
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Chapter 2 

Can Springs Cut Canyons into Rock? 

 

2.1. Introduction 

 The common expression of river incision into irregular uplands is a network of 

roughly V-shaped valleys and intervening ridges, the amplitude of which diminishes 

towards the drainage divide.  Deep amphitheater-headed valleys cut into relatively 

undissected uplands are strikingly different, and, where a full network develops, the 

form is distinctly stubby in appearance (Figure 1).  Such channel networks would seem 

to require different processes than simply fluvial or debris flow incision.  For over 100 

years [e.g., Russel, 1902; Hinds, 1925; Wentworth, 1928; Higgins, 1984; Baker, 1990], 

it has been argued that the amphitheater shaped heads arise from the effects of 

groundwater exfiltrating along the base of a headwall, leading to mechanical and 

chemical breakdown and eventual collapse of the valley head front.  Such channel 

networks are relatively uncommon, albeit spectacular where they occur, and had 

received little attention until early photographic images of Mars revealed numerous 

occurrences there [Sharp and Malin, 1975; Pieri, 1976; Carr and Clow, 1981].  Since 

then it has become generally accepted that the amphitheater shape is a reliable indicator  



 13 

 

 

 

 

Figure 1.  Nirgal Valles on Mars.  (a) Nirgal Valles main channel (top) and stubby, 
branching tributaries (bottom).  Mosaic of THEMIS VIS images V07929005, 
V01962005, and V1600005.  Image width about 27.6 km. North to top of image.  
Mosaic centered at about -27.2ºS and 317.0ºE.   (b) Detail of tributary headwalls from 
MOC NA image E02-02651, image width 2.89 km.  Location of image shown by box in 
(a).  Ridges along channel floor are eolian megaripples.  Eolian infilling, mass wasting 
and impact cratering have infilled the valley floors and reduced the steepness of the 
valley walls, so that no definitive inferences can be made about the processes forming 
the valley network.  
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of groundwater outflow driven erosion, with important consequences for interpreting 

the hydrologic cycle and potential for life on Mars [Baker, 1982; Tanaka, 1986; 

Squyres, 1989; Squyres and Kasting, 1994; Malin and Carr, 1999; Gulick, 2001; 

Aharonson et al., 2002; Jaumann and Reiss, 2002].  Inspired by Mars observations, 

studies have been conducted on what appear to be terrestrial analogs, especially in the 

American Southwest [Laity, 1983; Laity and Malin, 1985; Howard and Kochel, 1988] 

and Hawaii [Kochel and Piper, 1986; Kochel and Baker, 1990].  It has become 

commonplace in terrestrial studies to assume spring-driven erosion processes (“seepage 

erosion” sensu Dunne [1990]) based largely on valley topographic form [Mars channel 

working group, 1983; Higgins, 1984; Baker, 1990; Uchupi and Oldale, 1994; Hoke et 

al., 2004].    

 Caution has been proposed regarding this morphometry-based inference.  

Howard [1988] and Howard and Kochel [1988] review terrestrial field studies and Mars 

observations and conclude that morphometric features may not be uniquely associated 

with seepage erosion.  They emphasize that, due to bedrock strength (which demands 

seepage weathering precede seepage erosion) and the large size of amphitheater-shaped 

canyons on Mars, enormous discharges of water (requiring repeated recharge of upslope 

drainage areas) would be necessary to create these canyons by seepage erosion (if it in 

fact occurs).  Here we further question the reliability of morphometric features as 

indicators of seepage erosion.  We develop this proposal by first reviewing where 

seepage erosion unambiguously leads to amphitheater shaped valley heads—in loose 

sediment.  We then summarize numerous studies that have proposed seepage erosion in 

bedrock, emphasizing ones since 1988, and conclude that the evidence is most often 
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ambiguous.  This leads to a reanalysis of the two most cited terrestrial analog sites:  the 

Colorado Plateau and Hawaii.  While some seepage weathering due to salt precipitation 

clearly takes place in the Colorado Plateau, spring flow is not able to remove boulders 

and gravel that tumble onto the canyon floor.  Moreover, high-magnitude flash floods 

capable of transporting boulders and incising into coherent rock are a common 

occurrence in this landscape and must have contributed significantly to the long-term 

evolution of these canyons. In Hawaiian basalts, we have found no direct evidence of 

seepage erosion.  Instead, waterfalls appear to dominate erosion at the valley heads and 

runoff is necessary to transport collapsed material.  Finally, we review the evidence for 

seepage erosion on Mars.  We conclude that unreliability of morphologic criteria, 

coupled with the lack of local evidence of erosion processes (e.g., alcoves, seepage 

faces, boulder beds) due to post canyon formation modifications by mass wasting, 

eolian deposition and impact effects, makes the case for seepage on Mars equivocal.   

 

2.2. Seepage Erosion Definitions 

   In this paper we follow the terminology proposed by Dunne [1990].  Seepage is 

groundwater that emerges from rock or sediment.  Weathering processes that are 

facilitated by seepage (e.g. salt precipitation, chemical dissolution or frost growth) are 

collectively referred to as seepage weathering.  The removal of mass from a seepage 

face is termed seepage erosion.  In unconsolidated sediments, seepage erosion can 

occur in the absence of seepage weathering if the discharge of seepage water is 

sufficient to detach and mobilize the sediment.  However, in rock, seepage weathering 

is needed to render the rock cohesionless before seepage erosion can occur.  Sapping 
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describes processes that undercut or undermine a scarp leading to an overhang.  A 

variety of processes cause sapping (e.g. cut bank erosion by a meandering river, wave 

erosion of a sea cliff, seepage erosion at the base of a scarp or headwall, plunge pool 

erosion at the base of a waterfall).  The term groundwater sapping then refers to 

sapping induced by seepage erosion.   

 

2.3. Seepage Erosion in Sediment 

By far the most conclusive studies connecting seepage erosion to valley 

morphology have been in sediments with little to no cohesion.  Here, we briefly 

summarize studies on seepage erosion in sediments to motivate our discussion of 

seepage erosion processes in rock.  For earlier, more encompassing reviews of seepage 

erosion in sediments the reader is referred to Higgins [1984] and Dunne [1990].  

Seepage can carve valleys in sand by undermining the seepage face and evacuating 

collapsed sediment [Kochel et al., 1985; Howard and McLane, 1988; Owoputi and 

Stolte, 2001; Schorghofer et al., 2004].  The eroding headwall lowers the local 

hydraulic head focusing groundwater flow to the seepage face, which in turn accelerates 

erosion of the seepage face.  This feedback, first envisioned by Dunne [1980], has been 

shown to produce valleys with amphitheater heads in sand boxes [Howard and McLane, 

1988], sandy beaches [Higgins, 1982], and in numerical simulations [Howard, 1995].  

The rate of headward erosion is primarily limited by the capacity of the seepage water 

to transport sediment from the seepage face, which scales with seepage discharge 

[Howard and McLane, 1988].  If a valley becomes choked with colluvium it will 
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transmit the water through the colluvium (as groundwater) and thus shut off seepage 

erosion [Dunne, 1990].   

Larger amphitheater-headed valleys carved into loose sediments have also been 

attributed to seepage erosion.  For example, headcut erosion in gullies or headwater 

hollows are often attributed to seepage erosion [Higgins et al., 1990; Dietrich and 

Dunne, 1993].  A relict seepage erosion origin has been postulated for the flat-floored 

amphitheater-headed valleys formed in glacial outwash sediments of Cape Cod and 

Martha’s Vineyard and Nantucket Islands, Massachusetts [Uchupi and Oldale, 1994].  

Similarly, large amphitheater-headed valleys cut into Quaternary shallow marine and 

terrestrial sands and gravels in South Taranaki, New Zealand, have been attributed to 

seepage erosion [Pillans, 1985].  In the Canterbury Plain, New Zealand, Schumm and 

Phillips [1986] described similar seepage erosion valleys carved into fluvial deposits 

from Pleistocene drainage of the Southern Alps.  However, they concluded that the 

valleys were originally formed from runoff processes and were later widened by 

seepage erosion resulting in amphitheater-headed morphologies.  They postulated that 

valley growth is limited by the competence of the flow to transport the coarser gravels 

that form a lag on the valley floor and that precipitation-induced runoff is probably 

necessary to remove these gravels.   

Schumm et al. [1995] proposed that valleys in the Florida panhandle in 

essentially unconsolidated sediments of the Pleistocene Citronelle formation were 

formed by seepage erosion.  The valleys typically have vegetated angle-of-repose walls, 

symmetric amphitheater heads (locally known as "steepheads"), flat bottoms, short first 

order streams, and springs emerging from sands and sandy clays at the bottom of the 
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valley headwalls.  Very high infiltration rates into the unconsolidated sediment and 

dense vegetation are consistent with a lack of channels upslope of the amphitheater 

heads.  Amphitheater-headed valleys are found in non-marine quartz sands with 

discontinuous layers of clay, indurated "hardpans", and gravel [Schumm et al., 1995], as 

well as unconsolidated beach sands [Lobkovsky et al., 2005] suggesting that lithologic 

strength or permeability contrasts are unimportant in setting the first-order morphology 

of these valleys.   

In sediments finer than sands, erosion at the seepage face is typically limited by 

detachment of the grains, rather than the ability of the water to transport sediment.  In 

silts and clays the permeability is low such that the groundwater discharge is often less 

than that required to overcome the cohesive forces of the grains [Dunne, 1990] and 

channelized runoff, sometimes aided by moisure-induced disaggregation of the 

sediment, is the dominant erosive agent.  Feedback processes in cohesive sediment 

often cause tunneling or piping [Jones, 1981; Higgins, 1984; Dunne, 1990].   

 

2.4. Seepage Erosion in Rock 

Dunne [1980] proposed that seepage erosion processes similar to those observed 

in sediments could occur in rock.  Before rock can be eroded by seepage, however, it 

must first be rendered cohesionless by seepage weathering [Dunne, 1980; Dietrich and 

Dunne, 1993].  Dunne [1980] envisioned seepage weathering occurring as emerging 

groundwater weakens the bedrock while increasing its porosity and hydraulic 

conductivity through chemical weathering.  For example, in Vermont, Dunne [1980] 

described siliceous and calcareous granulite bedrock that was friable and stained brown 
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where springs emerged along joints. Once weakened to the point of cohesionless 

sediment, the material can be removed through drag forces induced by the flowing 

seepage water in the manner described above for seepage erosion in sediment.  Seepage 

erosion at the base of a headwall might then lead to undermining (i.e., sapping), 

collapse of the rock above, and retreat of the headwall.  Similar to seepage in sediments, 

Dunne [1980] proposed that focusing of groundwater discharge at the channel head and 

seepage weathering form a positive feedback leading to the formation of channels 

through the retreat of the headwall.  Thus, channels could be initiated and extended 

creating channel networks without the aid of surface runoff.   

Howard [1995] showed numerically that amphitheater-headed valleys can form 

from seepage erosion in rock if the erosion rate of the valley head scales with 

groundwater discharge.  Such a relationship has been used in models of landscape 

evolution [Willgoose et al., 1991; Stark, 1994; Howard, 1995; Hovius et al., 1998].  

However, potential seepage weathering mechanisms (e.g. chemical weathering, wetting 

and drying, freeze-thaw, salt wedging, root wedging, and ice needle growth [Higgins, 

1984]), have yet to be investigated quantitatively.  It is possible that for some of these 

mechanisms, weathering rate is inversely related to seepage discharge.  For example, 

weathering due to salt precipitation facilitated by seepage evaporation [e.g. Laity, 1983] 

could be less effective if seepage discharge exceeds the evaporation rate [Mason and 

Pederson, 2004].  Freeze-thaw processes might be less effective for large springs with a 

greater thermal inertia.  For these cases, the feedback between headwall retreat and 

seepage erosion, described above, could be negative.  Focusing of groundwater flow 
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towards the migrating headwall [Dunne, 1980] would then cause a decrease in seepage 

weathering and an eventual demise of the canyon.   

It is difficult to observe seepage erosion in bedrock because, if it occurs, it 

requires long timescales.  Therefore, valleys formed by seepage erosion are often 

identified based largely on their form [e.g. Baker, 1982; Mars channel working group, 

1983; Higgins, 1984; Kochel and Piper, 1986; Baker, 1990; Luo, 2000; Hoke et al., 

2004].  These studies typically assume that seepage erosion valleys in rock have 

amphitheater heads, drawing on the studies of seepage erosion in sediments.   

Instead of a morphometric analysis, we focus here on mechanistic evidence for 

seepage erosion.  In order for seepage to erode a bedrock canyon it must be able to 1) 

weather the seepage face and 2) transport collapsed material.  Similarly, if a case is to 

be made for surface runoff, it must be able to do the same - erode bedrock and transport 

sediment.  Physical erosion of bedrock by surface runoff is known to occur by a variety 

of mechanisms (e.g. abrasion, plucking and cavitation [Whipple, 2004]) and some 

process-based rate laws for quantifying geomorphic change due to these processes have 

been developed [e.g. Whipple et al., 2000; Sklar and Dietrich, 2004].  Unfortunately, 

seepage weathering and erosion in rock have not been quantified nor have mechanistic 

rate laws been proposed.  In fact, in most studies the mechanism by which seepage 

erosion occurs has not been identified.  Thus, deciphering the processes responsible for 

weathering or eroding a bedrock headwall is necessarily qualitative.  For seepage 

weathering and erosion, we expect weathered and mechanically weakened rock, 

secondary porosity, and alcoves around the seepage face.  For runoff processes, we 

expect scoured bedrock, plucked blocks and plunge pools.  A spring does not 
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necessarily indicate seepage erosion, just as a waterfall does not necessarily indicate 

plunge pool erosion.  Many large springs exist that are not associated with 

amphitheater-headed valleys [e.g. Whiting and Stamn, 1995].  It should be noted that 

this qualitative description of erosion processes does not prove process dominance for 

valley formation.  Rather, these observations provide the first step towards mechanistic 

hypotheses for amphitheater valley formation, which will then require further 

exploration through the development and testing of quantitative geomorphic rate laws 

[e.g. Dietrich et al., 2003].   

In addition to bedrock erosion and weathering, evacuation of collapsed material 

from the valley headwall also provides a necessary constraint for valley formation, 

which fortunately can be assessed quantitatively with sediment transport theory.  The 

talus of collapsed rock from above the seepage face is not likely to be weathered by 

seepage, at least initially. If the talus cannot be removed, it will eliminate the exposed 

seepage face [Dunne, 1990] and buttress the headwall, preventing further retreat and 

leading to the demise of the canyon.  As talus accumulates on the valley floor, it might 

reach a slope in which sediment transport can occur.  However, if this slope is greater 

than the regional topographic slope updip of the retreating headwall, the headwall will 

decrease in height as it migrates upstream, again leading to the eventual demise of the 

canyon (Figure 2).  Thus, large discharges of water or steep regional slopes are required 

to maintain an upslope propagating headwall, or substantial time is required to weather 

the talus to transportable sizes.   
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Figure 2.  Schematic of upslope headwall propagation due to seepage erosion, 
illustrating the necessary condition of debris removal.  If the discharge is not sufficient 
to transport collapsed debris at a given slope, the bed will aggrade until the slope 
surpasses the critical slope necessary for transport.  If this critical slope Sc is greater 
than the regional topographic slope, then the headwall will diminish in height as it 
propagates upslope, eventually leading to the demise of the canyon.   
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2.4.1. Case Studies 

Mastronuzzi and Sanso [2002] examined valley networks developed in the 

permeable limestone and calcarenite in the Apulia region of southern Italy. These 

valleys are currently dry, but Mastronuzzi and Sanso reason that high water tables 

during sea level high stands might have promoted seepage erosion at the valley heads. 

They suggested that the low relief of the region caused a lack of overland flow and high 

infiltration rates.  Besides the morphometric evidence, they mentioned notches, tafoni, 

and caves along the valley walls.  These erosional forms likely indicate some seepage or 

groundwater erosion.  Due to the calcareous substrate, erosion might have occurred by 

dissolution.   

In Yorkshire, England, a plateau consisting of lower Jurassic calcareous grit and 

upper Oxford Clay is cut by amphitheater-headed valleys [Nash, 1996].  The upper 

portion of the lower calcareous grit sandstone has more silica cementation and defines 

that plateau.  The lower calcareous grit provides a permeable aquifer bounded roughly 

on the bottom by the upper Oxford Clay.  Groundwater emerges along bedding planes 

in a 20-30 cm thick zone.  Rock above the seepage zone shows little evidence for 

weathering while rock below the seepage zone shows substantial weathering with 

material broken down into centimeter-sized angular pieces.  There is an increase in 

jointing and fracturing along the bedding planes in the seepage zone.  Like the Apulia 

valleys, dissolution might be important particularly because of the calcareous substrate.  

Alternatively, the calcareous grit is weakly consolidated and hydraulic forces might be 

sufficient to mobilize grains with little or no seepage weathering.  Nash [1996] 

proposed that seepage erosion was responsible for headward development of the 
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valleys.  However, he stressed that there also has been significant contribution from 

surface runoff with channels evident upstream of the valley headwalls and that much of 

the drainage network was originally formed by surface flow from glacial meltwater.    

Some soil or sediment mantled bedrock valleys have been proposed to have a 

seepage origin.  Here it is unclear if seepage erosion is occurring in the soil, bedrock, or 

both.  For example, Onda [1994] reports on amphitheater-headed valleys in Obara, 

Japan where a thick soil covers granodiorite bedrock.  Seepage erosion was observed in 

the soil.  The deep amphitheater-heads of the valleys, however, suggest that the form of 

the valleys is expressed in the bedrock, not just in the soil cover.  It is unclear how the 

erosional processes in the soils affect the bedrock. Onda [1994] proposed simultaneous 

seepage erosion in rock at the soil-rock interface through enhanced chemical weathering 

and in soil at the soil-air interface where visual observations of seepage erosion were 

made.  Another possible explanation might be that in reducing the soil thickness, 

seepage erosion indirectly increased the erosion of bedrock at the valley head by 

increasing the rate of local soil production [e.g. Heimsath et al. 1997].  It also remains 

possible that the soil is a thick as the valley relief and the valleys is not cut into the 

underlying bedrock.  In this case, the amphitheater form is a result of seepage erosion in 

the soil only. For example, in his Vermont study site, Dunne [1980] noted seepage 

erosion in the sediment, but did not document erosion of the underlying substrate.   

 Two studies in areas underlain by basalt deserve mention here due to the 

potential of a similar lithology on Mars [Scott and Tanaka, 1986]. Based on overhangs 

near plunge pools, Pederson [2001] interpreted seepage erosion to be an important 

erosional process at Akaka and Rainbow Falls that spill over basaltic bedrock on the 
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island of Hawaii.  We observed in August 2004 that the alcoves near the base of these 

waterfalls seem to be associated, at least spatially, with the waterfall plunge pools.  

Although the alcove at Rainbow Falls is almost cave-like and extends on the order of 10 

m behind the waterfall, we found semi-circular lines of twigs and debris deep within the 

alcove indicative of plunge pool spray.  Macdonald et al. [1983] interpreted the alcove 

at Rainbow Falls to be the result of a weaker lava bed overlain by a more resistant 

waterfall-forming bed.  Bedrock scours and potholes upstream of Rainbow Falls 

indicate that surface flow can cause substantial erosion of the more resistant bedrock.  

Thus, headwall retreat via plunge-pool undercutting of the weaker bed seems plausible.   

Several large amphitheater-headed valleys exist as tributaries to the Snake River 

near Hagerman, Idaho.  These valleys were first proposed to have a seepage erosion 

origin by Russel [1902] and later by Stearns [1936] because of their amphitheater heads 

and because some of the largest springs in North America emanate from their heads.  In 

addition, there is no overland flow currently entering the canyons and there is little 

development of a drainage network upslope of the canyons (Figure 3).  We have begun 

to study one of these canyons, Box Canyon, which has the 11th largest spring in the 

United States (~ 10 m3/s, [Meinzer, 1927, USGS gauge 13095500]) emanating from the 

base of its headwall (Figure 4).  Box Canyon was carved into near-horizontal layered 

flood basalts, named Sand Springs Basalt [Stearns, 1936], with an age of ~ 95 ka 

[Tauxe et al., 2004].  Stearns [1936] postulated that Box Canyon was formed by rock 

dissolution and that the absence of talus at the head of the canyon in comparison to its 

side walls is evidence of continued dissolution where most of the seepage occurs 

(Figure 4).  Our qualitative observations at the head of the canyon, however, indicate  
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Figure 3.  Shaded relief map of 10 m topographic data (USGS NED) of Box and Blind 
Canyons, Idaho.  Although the regional topographic slope dips towards the canyon, the 
landscape is largely undissected upslope of the canyons, which end in near vertical 
headwalls.   
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that the rock does not appear mechanically weaker or more weathered than rock found 

elsewhere in the region. In fact, the most weathered boulders are found well 

downstream from the channel head.  The water that feeds Box Canyon is from the 

Snake River Plain aquifer, which extends over much of southern Idaho and is composed 

almost entirely of flood basalts.  Water samples taken by the U.S. Geological Survey 

from Box Canyon creek and neighboring wells indicate silica concentrations typically 

ranging from 32-35 mg/L, which bracket the saturation value of approximately 33 mg/L 

[Faure, 1998] (for dissolved Quartz and amorphous silica at 14 degrees Celsius and pH 

= 8, conditions typical of Box Canyon [USGS gauge]).  Thus, enhanced chemical 

weathering does not appear to be occurring at the seepage face.  Further, there are 

numerous large springs in close proximity to Box Canyon that are fed by the same 

basaltic aquifer and do not have canyons associated with them.  For example, Thousand 

Springs is located along the wall of the Snake River canyon about 2 km from Box 

Canyon and emits ~ 34 m3/s, which is more than three times that of Box Canyon, and 

does not have an alcove.  The basalt in Box Canyon breaks down into large (~ 1 m) 

boulders that, without weathering, must be transported away from the canyon head to 

allow canyon growth.  Despite the great discharge of the spring, no measurable amount 

of sediment is currently being transported through Box Canyon.  We have begun to 

document evidence for a large flood that would have been capable of moving the 

boulders [Lamb et al., 2004].  This hypothesis is supported by bedrock scours at the rim 

of the headwall and semi-circular talus-free regions at the head of the canyon indicative 

of plunge pools (Figure 4).   The origin of Box Canyon is the topic of our future  
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Figure 4.  Photograph of the headwall of Box Canyon.  Spring water is discharged from 
the base of the headwall below the water line.  Note the absence of talus near the 
headwall and the semi-circular boulder-free regions possibly indicating plunge pools.    
A scoured notch at the rim of the canyon indicates some overflow in the past.  Headwall 
relief is approximately 40 m. 
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research, but at this preliminary stage we can conclude that a waterfall origin seems at 

least as likely as a seepage-erosion origin.     

 

2.4.2. The Colorado Plateau 

Perhaps the most studied bedrock valleys attributed to seepage erosion are 

amphitheater-headed canyon tributaries to the Colorado, San Juan, and Escalante Rivers 

[Laity, 1983; Laity and Malin, 1985; Howard and Kochel, 1988].  These canyons are 

developed primarily at the lithologic contact where the permeable eolian Navajo 

sandstone overlies impermeable mudstones and sandstones of the fluvial Kayenta 

Formation (Figure 5). The case for formation of these valleys by seepage erosion was 

most strongly argued by Laity and Malin [1985].  In their conceptual model, 

groundwater flows out along the contact between these two formations because of the 

contrast in permeability. Weathering and erosion are accelerated where seepage occurs, 

primarily through salt weathering in which salt crystal growth, associated with 

groundwater exfiltration and evaporation, causes breakup of the bedrock, leading to 

focused undermining and alcove development [Laity, 1983].  Some amphitheater heads 

are near drainage divides suggesting that minor groundwater flow can be effective in 

advancing canyon headwalls.  Navajo sandstone blocks appear to break down easily to 

sand once dislodged from cliffs, given the limited amount of coarse debris on canyon 

floors.  This absence of coarse load might allow spring flows or possibly wind to carry 

away residual sand.   

Although we agree that direct evidence for groundwater seepage and seepage 

weathering at the Navajo-Kayenta contact is clear, the relative importance of seepage  
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Figure 5.  (a) Panoramic view into a large alcove ~400 m east of Wildcat Seep in 
Horseshoe Canyon (Head Spur Quadrangle, Utah).  The contact between the eolian 
Navajo sandstone above and the fluvial Kayenta formation below is marked; note that 
the valley bottoms downstream of the alcoves are significantly inset into the Kayenta 
formation due to fluvial channel incision into both weak mudstones and resistant fluvial 
sandstones that form ledges.  These resistant Kayenta beds form large boulders that the 
fluvial channels transport in large flash floods, as indicated in 8b.  Also note that the 
fluvial channel above the well-developed alcove has incised significantly into the 
Navajo sandstone (making a “v” shaped notch), and that the headwall with little 
drainage area to the left is filled in with collapsed talus that has not been excavated.  (b) 
Large, primarily Kayenta boulders in the fluvial channel a short distance downstream of 
the alcove at Wildcat Seep.  Note the imbricated stacking of the slabs, indicating fluvial 
transport. 
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processes versus surface flow processes in setting both valley morphology and headwall 

retreat rate is ambiguous.  Howard [1988; 1994] and Howard and Kochel [1988] 

provide detailed reviews of evidence for and against a dominant role of seepage erosion 

in the formation of these valleys.  Here, based on our field observations, we further 

demonstrate the importance of overland flow in transporting sediment and eroding 

bedrock in this arid environment, and the role of lithologic controls in canyon 

formation. 

Flash flood discharges caused by rapid surface flow across the bedrock uplands 

greatly exceed spring flows.  For example, in three years of monitoring, Dick et al. 

[1997] measured a flash flood discharge of ~0.9 m3/s from ~1 km2 drainage area in this 

region.  Spring discharges from the Navajo sandstone are nearly three orders of 

magnitude smaller, with maximum measured flows from about 0.001 m3/s [Gregory, 

1916] to 0.003 m3/s [Laity and Malin, 1985].  The strong role of precipitation runoff in 

transporting sediment is illustrated by the dramatic headcut advance of an interior 

channel (i.e. arroyo) that occurred in a tributary of Toenlushushe Canyon, Arizona 

between 1985 and 2004 (Figure 6). The arroyo incised into primarily fine alluvial 

sediment that was probably deposited during the aggradational epoch of the present 

arroyo cycle that ended by about 1880 [Cooke and Reeves, 1976].  This aggradation was 

followed throughout much of the Southwest by deep incision.  Based upon 

measurements we made from aerial photographs and topographic maps, the ~ 18 m high 

headcut progressed about 400 m over the 19 years between pictures (Figure 6).  Simple 

hydraulic calculations suggest that a 0.003 m3/s spring flow would only fill the arroyo 

with approximately 1 mm of water (neglecting infiltration and evaporation and using  
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Figure 6.  Erosion of alluvial fill in a tributary to Toenleshushe Canyon, Navajo Indian 
Reservation, Arizona.  (a) View of valley and alcove headwall in 1985.  Note the 
densely vegetated and nearly undissected alluvial fill near the headwall. (b) View in 
2004, showing extensive removal of alluvial fill and vegetation near the headwall.  Note 
that viewpoints are slightly different.  (c) Detail of alcove headwall in 2004.  Talus has 
been reexposed in the headwall, and meter-scale boulders occur within the entrenched 
channel.  The headwall is centered at 36.669ºN and 110.776ºW on the 7.5’ Inscription 
House Quadrangle. 
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Manning’s equation with n = 0.03, slope of 0.02, and arroyo width of 48 m measured 

from U.S. Geological Survey quadrangle).  Such a flow could not transport even the 

fine sand (~ 0.25 mm) found on the valley floor [Buffington and Montgomery, 1997].  

In order for seepage flow with a constant discharge to transport the required sediment 

flux, the flow depth must exceed ~ 6.5 cm (based on Meyer-Peter and Muller [1948] 

equation for bedload transport, recently revised by Wong and Parker [in press], 

assuming a rectangular channel cross section, and a minimum average transport rate of 

3.7x10-4 m3/s calculated from the total volume of sediment, 2.2x105 m3, eroded over a 

maximum time of 19 years.  The volume of eroded sediment was calculated from the 

arroyo dimensions (18 m x 400 m x 48 m) assuming a porosity of 0.35.).  The required 

sediment flux could only be achieved by the observed seepage discharge if the channel 

width was less than 9.8 cm. A channel with this aspect ratio, however, is unreasonable 

based on our observations of typical spring-fed channels which have width-to-depth 

ratios much larger than 2.  Furthermore, meter-scale boulders in multi-boulder 

groupings are observed on the bed of the gully (Figure 6c), suggesting flows capable of 

transporting clasts of this size. The arroyo has a contributing drainage area of about 0.8 

km2 from two washes upslope of the canyon headwall.  The inability of spring flow to 

transport significant amounts of fine sand, in contrast to the inferred transport of meter-

scale boulders, suggests that flash floods from summer thunderstorms are responsible 

for most of the observed sediment excavation.  

 Amphitheater heads that drain moderate to large surface areas (where significant 

quantities of surface runoff can occur) typically have plunge pools associated with 

waterfalls.  Figure 7 shows a survey of a typical alcove in Horseshoe Canyon, Utah, 
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with nearly 30 m of overhang.  The slope from the point of maximum overhang down to 

the basal plunge pool is talus covered and at the angle of repose for non-cohesive 

material.  Although the plunge pools are significantly smaller in diameter than the 

overall amphitheaters, their incision may enable retreat of the much wider canyon 

headwall by removing the surrounding sediment and talus.  Figure 8 illustrates 

conceptually how vertical plunge pool incision will undermine the angle of repose 

apron on the seepage face, removing sediment and perhaps leading to deeper 

undermining of the overlying bedrock and its eventual collapse.   This model still 

requires the formation of an angle of repose slope, which could come about from 

seepage weathering and collapse of material from above.  However, undermining could 

also occur simply because of recessive weathering of Kayenta mudstone layers.  In this 

way it is at least plausible that the amphitheater width is significantly wider than the 

plunge pool due to undermining unrelated to seepage. 

Ultimately, to move sediment out of the channel, the downstream channel must 

remain steep enough to transport the sediment; this requires that alcove retreat be tied to 

incision on the downstream channel [Howard and McLane, 1988].  If seepage erosion 

alone were driving headwall retreat, the zone of maximum seepage and recession would 

be at the valley floor, which is rarely the case (e.g., Figure 7).  Many of the fluvial 

channels just downstream of alcoves have incised into resistant beds of the Kayenta 

formation (Figure 5).  These channels are commonly steep, such that boulders that fall 

onto the canyon floor or are excavated from the channel bed can be effectively removed 

by flash floods.   
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Figure 7.  (a) Panoramic photograph of 
Burro Seep alcove of Horseshoe Canyon 
(Head Spur Quadrangle, Utah), just east 
of Canyonlands National Park.  The 
contact between the eolian Navajo 
Sandstone above and the fluvial Kayenta 
formation below occurs at the lower seep 
level, significantly above the valley 
bottom.  The plunge pool is ice-covered 
due to active seepage in this March 2002 
photograph.  Field observations verify 
that the talus-covered ramp is at the 
angle of repose for non-cohesive 
material, and is symmetric around the 
plunge pool.  Drainage area above the 
alcove is 1.2 km2.  (b) Surveyed 
morphology of the alcove, shown in 
planview. Lines A-E correspond to 
surveyed cross sections in 7c. 
Measurements made by Simon 
Brocklehurst.  (c) Surveyed cross section 
profiles of the alcove, showing vertical 
valley walls on the sides (profiles A, F) 
and nearly 30m of overhang in the center 
(D).  The overhang is greatest in the 
center of the alcove and is notably offset 
from the entrance point of the main 
overland flow channel, although the 
current zone of most active seepage, 
indicated by ice on the talus ramp, occurs 
directly under the channel.   
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Figure 8.  Conceptual model of some likely controls on alcove morphology and 
headwall retreat rate at the Navajo/Kayenta contact.  Headwall morphology is dictated 
by:  caprock strength (maximum θ) and thickness (h1), which sets the critical overhang 
distance (x), plus the maximum stable angle of the weathered, typically sediment-
covered zone (φ), in turn is set by the angle of repose for sediment or the residual 
strength of the weathered rock.  The combination of overhang required for failure (x) 
and the critical slope (φ) of the seepage zone dictate the depth of incision below the 
upper seep required for headwall retreat (h2), which is likely accomplished by plunge-
pool scour and fluvial erosion.  Ultimately, plunge pool downcutting may be limited by 
the baselevel lowering rate of the downstream fluvial channel because the channel must 
maintain a critical slope (Sc) that enables the transport of coarse sediment derived from 
incremental headwall collapse and downstream channel erosion. 
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The particular stratigraphy of nearly horizontal, permeable, and relatively 

unjointed (hence relatively strong to slope collapse) but easily weathered sandstone 

(Navajo formation) overlying an impermeable, mechanically weak strata (Kayenta 

formation) are essential to the emergence of the distinct canyons. Laity and Malin 

[1985] suggested that tributaries on the east side of the Escalante do not have 

amphitheater heads (in comparison to valleys on the west side) because, due to the dip 

of the Kayenta-Navajo contact, little groundwater flow is directed to the valley heads.  

Given the sensitivity of canyon morphology to exposure of Kayenta-Navajo contact, 

this comparison is incomplete because the east-side tributaries expose the recessive and 

impermeable upper Kayenta formation, while the west-side tributaries do not.  

These observations suggest that the morphology of these canyons likely does not 

depend uniquely on seepage erosion processes.  There are amphitheater valleys with 

little upland runoff and with groundwater seepage, where salt weathering forms local 

alcoves and mostly likely contributes to headwall retreat. However, in many instances, 

if not all, runoff in channels from overland flow is a contributor and in some cases may 

dominate the channel incision through plunge pool erosion and transport of collapsed 

debris.  The particular geologic framework and the possibility of significant 

contributions from both surface runoff and seepage suggest that these canyons are at 

present an ambiguous analog for interpreting valley forming processes elsewhere. 

 

2.4.3.   Hawaiian Islands 

The most cited examples of amphitheater-headed valleys in basalt are on the 

windward, wet sides of the Hawaiian Islands [Hinds, 1925; Stearns and Macdonald, 
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1946; Macdonald et al., 1983; Kochel et al., 1985; Baker, 1990; Howard et al., 1994; 

Craddock and Howard, 2002; Lamb et al., in review].  Some of the most spectacular are 

the Kohala valleys on the island of Hawaii (Figure 9).  These valleys have U-shaped 

cross-sections in their lower reaches, and most of the headwalls are steep and 

semicircular in planform.  In contrast, smaller valleys that run along side of and often 

drain into the larger canyons have more V-shaped heads in planform and lack steep 

headwalls.   

The similarity of the Kohala amphitheater-headed valleys with those in the 

Colorado Plateau and in sand boxes (mainly the flat floors and steep headwalls) led 

Kochel and Piper [1986] and Kochel and Baker [1990] to argue that seepage eroded the 

Kohala canyons.  Building upon earlier suggestions by Wentworth [1928] and Stearns 

and Macdonald [1946], they proposed that rapid chemical weathering induced by 

seepage at the intersection between dike-impounded water tables and streambeds caused 

the formation and subsequent undercutting of knickpoints.  These knickpoints carved 

the valleys by propagating upslope, eventually forming the steep valley headwalls.  The 

smaller valleys were not able to tap groundwater and therefore remained small. 

If seepage erosion carved the Hawaiian valleys, springs must have been able to 

weather and erode the seepage face, as well as transport collapsed talus and boulders 

out of the valleys.  The evidence for such processes is lacking.  Well-developed alcoves, 

secondary porosity, or obviously weathered rocks are rare at valley heads [Howard et 

al., 1994].  Furthermore, springs have not been found in some valley heads (e.g., Pololu 

valley [Stearns and Macdonald, 1946]).  Where springs occur, the discharges are small 

and the flows are unable to transport the large (~ 1 m) basalt boulders that accumulate  
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Figure 9.  Shaded relief map of 10 m resolution topographic data and 90 m resolution 
bathymetric data of the Kohala region of Hawaii.  100 m contour interval.  The 1000 m 
and 15000 m contours are labeled.  Data from U.S. Geological Survey, Monterey Bay 
Aquarium Research Institute, and U.S. Army Corps of Engineers. 
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Figure 10.  Photographs showing waterfall plunge pools at the head Waipio valley 
(indicated with “*” on Figure 9).  Headwall relief is approximately 600 m.  Note 
multiple waterfalls that appear to be vertically eroding plunge pools.    
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in the channels.  For example, Waipio valley (Figure 9) has the greatest number and 

discharge of springs which range from 0.35- 0.96 m3/s, with a cumulative discharge of 

2.76 m3/s [Stearns and Macdonald, 1946].  These springs, however, are dwarfed by 

Wailoa stream, which flows through the main section of Waipio valley with a mean 

annual-peak discharge of 120 m3/s and a maximum recorded peak discharge of 241 m3/s 

(USGS gauge 1632200).   

Hawaiian amphitheater-headed valleys typically have waterfalls at their 

headwalls [Stearns and Vaksvik, 1935; MacDonald et al., 1983].  These waterfalls are 

commonly stepped and appear to cause substantial erosion as indicated by the deep 

plunge pools interrupting the cascading falls (Figure 10) [Howard et al., 1994].  

Multiple active waterfalls along with mass wasting at the headwall could allow for the 

retreat of a headwall that is much wider than any individual waterfall [Stearns, 1985].  

The retreat of a wide headwall, mass wasting of valley side walls, and the radial 

drainage pattern are all potentially important in capturing neighboring streams 

[MacDonald et al., 1983].  The flat floors near the valley mouths, while previously 

argued to indicate groundwater sapping [Kochel and Piper, 1986; Kochel and Baker, 

1990], are the result of alluviation of valley floors following island subsidence [Stearns, 

1985; Moore and Clague, 1992]. Lamb et al. [2005; in review] combined these 

observations and proposed that the Kohala valleys formed from upstream propagation 

of huge knickpoints due to waterfall erosion, rather than seepage erosion.  These 

knickpoints were most likely initiated by the headscarp of a huge flank collapse of 

Kohala volcano, the Pololu Slump [Moore et al., 1994; Smith et al., 2002], expressed as 

the present-day ~400 m sea cliffs.  Smaller valleys might not have developed into 
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amphitheater-headed valleys because they have smaller drainage areas contributing to 

surface runoff [Lamb et al., 2005; in review].     

 

2.5.  Amphitheater-Headed Bedrock Canyons:  

Alternative Interpretations  
Amphitheater-headed valleys can arise from other processes in the absence of 

seepage, such as upstream advancing waterfalls where plunge pool erosion and mass 

wasting drive headwall retreat.  Plunge pool processes in layered sediments are known 

to result in knickpoints [e.g. Holland and Pickup, 1976; Robinson and Hanson, 1996; 

Hanson et al., 1997; Bennett et al., 2000; Bennett and Casali, 2001].   These 

knickpoints can develop an amphitheater form as they advance upstream.  For example, 

in the welded ash of the Ka’u desert, Hawaii, amphitheater-headed canyons have 

formed exclusively from plunge pool undermining by surface runoff [Craddock et al., 

2005] (Figure 11). Headwall propagation by waterfall erosion also occurs in more 

resistant rock [Rosenblum and Anderson, 1994; Seidl et al., 1994; Yoshida and Ikeda, 

1999; Bollaert and Schleiss, 2003; Hayakawa and Matsukura, 2003; Bishop et al., 

2005; Crosby and Whipple, in press].  For example, Niagara falls retreats upstream as 

the resistant limestone caprock fails due to plunge pool undercutting of the underlying 

mudstone [Gilbert, 1907], leading to an amphitheater-headed valley (Figure 12).  An 

example in basalt are the series of amphitheater-headed tributaries of the Snake River, 

Idaho, (e.g. Blue Lakes Canyon) formed by the Eden Channel of the gigantic 

Bonneville Flood spilling over the walls of the Snake River Canyon [Malde, 1968; 

O'Connor, 1993].    
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Figure 11.  Photograph of small amphitheatre-headed canyons eroded into layers of 
welded ash in the Ka’u desert on the island of Hawaii. 
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Figure 12.  Shaded relief map of 30 m SRTM topographic data (US Geological Survey) 
of Niagara Falls.  Lake Erie is to the north.  Note that at this resolution the channel 
upstream of the waterfall is relatively indecipherable, such that the falls could be taken 
as the headwall of an amphitheatre-headed canyon.   
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In the aforementioned examples of amphitheater-headed valleys, an initial near-

vertical face was imposed on the valleys by some external source, and therefore might 

be a necessary condition for the formation of amphitheater-headed valleys.  For 

example, Box Canyon, as well as the canyons of the Colorado Plateau, grew outward 

from the deeply incised river canyons of the Snake River and the Colorado and San 

Juan Rivers, respectively.  The Kohala valleys of Hawaii likely evolved from the steep 

headwall of the Pololu Slump [Lamb et al., in review].  A near vertical headwall was 

typically used as the lower boundary condition in seepage-erosion sand box 

experiments [Kochel et al., 1985; Howard and McLane, 1988].   On Mars, such 

knickpoints might be induced by the wall of a deeply incised river canyon or impact 

crater.  

Perhaps a more important factor leading to an amphitheater head is the stability 

of the headwall relative to the resistance of the material to incision, rather than any 

particular erosion process, be it seepage or plunge pool erosion.  One of the most 

obvious similarities between all of the amphitheater-headed valleys cited, whether 

carved in basalt or sediments, by seepage or waterfall, is that they have been eroded into 

a material consisting of relatively horizontal beds of varying strength.  This 

configuration is relatively resistant to vertical incision, in that eventually a strong bed 

will need to be cut through.  On the other hand, such materials are relatively susceptible 

to lateral retreat by backwasting of a near vertical face because a vertical face exposes 

weaker beds, which can then be undercut.  The near horizontal layering also promotes 

stability of a vertical face, which leads to a more amphitheater-like shape [Dunne, 

1990].  Vertical variations in rock strength are well illustrated in the layered sandstones 
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and mudstones of the Colorado Plateau.  In the layered volcanic rocks of Hawaii and 

Box Canyon there might be subtle differences in rock strength for the different lava 

flows, but this is less obvious.  However, basalts have an inherent anisotropy in their 

resistance to erosion because of fracturing.  While basalt is relatively resistant to 

vertical incision by fluvial processes [Sklar and Dietrich, 2001], erosion by lateral back-

wasting might be more effective because vertical columnar fractures allow the face to 

easily collapse (e.g. Figure 4).  Stearns [1985] also suggested that vertical jointing and 

horizontal bedding in basalt makes it more prone to stand as a vertical headwall in 

Hawaii.  In weak sedimentary rocks or sediments, subtle changes in grain size, such as a 

cohesive layer or a gravel lag, or vegetation cover might favor lateral retreat over 

vertical incision, and tend to produce a steep headwall.  Even in seepage erosion 

experiments that used a homogeneous sand substrate [e.g., Howard and McLane, 1988], 

there was likely a vertical variation in the resistance to erosion because surface tension 

of pore water acted to provide cohesion above the seepage zone, allowing a near 

vertical headwall.  

In some cases the rate of headwall retreat might be governed by the loss of 

strength and failure of the vertical face rather than any particular hydraulic process.  

Such a mechanism has been proposed for the formation of amphitheater-headed 

canyons along the Australian escarpment [Young, 1985; Seidl et al., 1996; Weissel and 

Seidl, 1997].  Seepage or surface flow might then only play a role in evacuating 

collapsed material that would otherwise form a talus slope and buttress the headwall 

from further collapse.     
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2.6.  Seepage Erosion on Mars?  

 Involvement of groundwater seepage in excavation of valley networks on the 

cratered highlands of Mars has been postulated in numerous studies [e.g. Pieri, 1980; 

Carr and Clow, 1981; Baker and Partridge, 1986; Goldspiel and Squyres, 2000; Grant, 

2000; Gulick, 2001].  Difficulties in finding mechanisms for producing an atmosphere 

early in Martian history capable of supporting precipitation and runoff led to early 

suggestions that valley network erosion could be due to mobilization of water originally 

stored in the regolith.  Erosion of valleys, however, requires volumes of water at least 

100 times the volume of sediment removed in cutting the valley, even in the case of 

cohesionless sands [Howard and McLane, 1988].  For cohesive soils or indurated rock 

cumulative discharges greater than 105 times valley volume is required in terrestrial 

valley networks to accomplish weathering, bed erosion, and transport of sediment 

through the valley network [Howard, 1988; Goldspiel and Squyres, 1991].  This large 

water demand led others to suggest that flows through the valley networks might have 

been supplied by hydrothermally-driven flows from volcanic intrusions [Gulick, 1998; 

Gulick, 2001] or from crater impacts [Tanaka et al., 1998]. Basal melting of the south 

polar cap has also been proposed as a source of water for groundwater seepage to cut 

valley networks [Clifford and Parker, 2001].  Carr [2002] notes, however, that many 

valley networks occur at elevations too high for this to have been a contributing source 

of water.  Some valley networks with amphitheater headwalls originate high on the 

outer rims of crater basins, so that, if they were formed by seepage erosion, water 

sources had to be very local and derived from precipitation [Grant, 2000].  Indeed, 

recent acquisition of high resolution images suggests that flow magnitudes and drainage 
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patterns most likely required precipitation [Craddock and Howard, 2002; Malin and 

Edgett, 2003; Moore et al., 2003; Mangold et al., 2004; Irwin et al., 2005; Moore and 

Howard, 2005]. 

Low Martian drainage densities have also been suggested to be indicative of 

seepage erosion. The assumption is that a large drainage area per unit length of channel 

(the inverse of drainage density) implies a large discharge is required for channel 

cutting, and this would be consistent with the relative weak process of spring driven 

incision. Measurements of drainage density based upon Viking and Mariner 9 images 

with resolutions ~200 m/pixel resulted in estimated drainage densities of ~0.02 km-1 

[Carr and Chuang, 1997].  Recent measurements based upon higher resolution images 

from the Narrow Angle Mars Observer Camera (MOC NA) and the Mars Observer 

Laser Altimeter (MOLA)  have increased maximum estimated drainage densities to 

~0.1 km-1, which approaches the range of terrestrial drainage densities [Irwin and 

Howard, 2002; Hynek and Phillips, 2003].  Rather than being indicative of seepage, the 

relatively low drainage densities might arise from high permeability of the impact-

generated regolith on early Mars, abundant small depressions from impacts [Hartmann 

et al., 2001] that encourage infiltration, and modification of the valleys by eolian 

infilling, mass-wasting, and impact gardening subsequent to the time period of active 

flows [Williams and Phillips, 2001; Craddock and Howard, 2002; Irwin and Howard, 

2002]. 

Even if one assumes that amphitheater-headed valleys are indicators of seepage 

erosion, a morphologic analysis is hampered on Mars by image resolution and post-

incision degradation by mass wasting.  Images of the Martian surface from missions 
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through the Viking Orbiters produced near-global coverage at resolutions generally 

between 200-300 m/pixel.  At such resolution many valley networks appeared to 

terminate at abrupt headwalls.   In more recent higher resolution images from Mars 

Global Surveyor, Mars Odyssey, and Mars Express, small tributaries are generally seen 

to gradually shallow headwards, merging progressively with their contributing uplands 

(Figure 13).    

Once channel incision ceased on Mars, mass wasting, eolian deposition and 

erosion, and impact cratering continued to erode and deposit mass, destroying 

diagnostic features of smaller tributaries.  The Nirgal Valles system, long considered to 

be the type example for a groundwater sapping network on Mars, has been deeply 

infilled by eolian sediments, as evidenced by the shallow valley headwalls and the 

abundant megaripples on the valley floor (Figure 1).  The valley walls show little 

evidence of bedrock layering, despite the probable excavation of the valley into layered 

basaltic flows [Scott and Tanaka, 1986].  Mass wasting processes and impact gardening 

have apparently relaxed the valley walls until they average about 19 degrees in 

steepness.  Slope angles less than typical angle of repose slopes (>30 degrees) may have 

been produced by ice-driven creep [Perron et al., 2003].  As a result of these 

modifications, many of the local features in terrestrial drainage networks that suggest a 

seepage-erosion origin cannot be found, including seepage faces and undercut valley 

headwalls.   

Simulations by Howard [1995] of scarp planform evolution showed that valleys 

formed initially in layered rocks by fluvial erosion (producing scarps with headward 

canyon terminations that are pointed in planform) can develop rounded amphitheater  
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Figure 13.  A portion of the Parana Valles Martian valley network.  Image width is 63.7 
km.  Image centered at about 21.5ºS and 349.5ºE. Although the larger valleys are deeply 
incised with steep valley walls, smaller tributaries generally shallow gradually towards 
their headward end, often merging insensibly with the source upland.  Note the two 
impact craters marked with “*” that have been eroded to the point that their rims are 
nearly obliterated.  North to top of image.  Mosaic of portions of THEMIS IR images 
I01886002, I00825004, I04495002, and I06717002. 
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headwalls if they are subsequently modified by uniform scarp retreat driven by 

weathering and mass wasting.  Hence, not only are channel features obscured, but 

valley morphology can take on a form that appears to be due to seepage erosion, even 

when it doesn’t occur.  This suggests a simple test.   Figures 14 and 15 show shaded 

relief images of a portion of the Grand Canyon showing steep tributaries to the 

Colorado River and the towering cliffs in sandstones and limestones bordering these 

valleys.  Although seepage erosion may play a minor role in valley extension within the 

Kaibab and Redwall Limestones, the main processes of canyon erosion and extension 

are runoff erosion and debris flow incision [Webb et al., 1989; Griffiths et al., 2004].  

The tributaries on the north side of the Colorado River have eroded farther due to 

extensive drainage from the highlands north of the Grand Canyon passing over the 

canyon rim.  This asymmetry is due to the gentle southward dip of the Paleozoic 

sedimentary layers exposed in the upper portions of the canyon.  To explore the 

morphologic effects of mass wasting, we have iteratively modified the digital elevation 

model (DEM) of this landscape by assuming that the steep rocky slopes greater than 20 

degrees gradually weather, yielding debris that is transported by mass wasting, with the 

produced debris accumulating at the base of the slope (conserving total rock volume) 

until no slope is steeper than 20 degrees.  Slopes less than 20 degrees are unmodified.  

This modeling is a numerical implementation of the geometrical mass wasting model of 

Bakker and Le Heux [1952].  The result is that canyon-wall tributaries exhibit broad 

rounded headwalls and narrow infilled valleys. The fine-scale fluvial network on the 

steep slopes is eradicated (Figure 15).  This morphology is very similar to stubby 

tributaries of Valles Marineris (Figure 16), which have long been attributed to a  
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Figure 14.  Shaded relief image of portions of the Phantom Ranch, Shiva Temple, 
Grand Canyon, Bright Angel Point, Kanabounits Spring , and Little Park Lake 7.5’ 
digital 10m DEM, before (a) and after (b) simulated relaxation of slopes steeper than 20 
degrees. 

 

 

 

 

Figure 15.  Detail of the lower right corner of Figure 14, showing (a) a shaded relief 
image of the existing topography (based upon the Phandom Ranch 7.5’ 10 m DEM). (b) 
The same region after simulated relaxation of steep valley walls to 20 degrees.  Note the 
stubby tributaries, the rounded valley headwalls, and the eradication of the fine scale 
drainage network on the steep slopes.  Compare (b) with the Martian valley topography 
shown in Figure 16. 
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Figure 16.  Deeply incised valleys on the south wall of Ius Chasma on Mars, at the 
western end of Valles Marineris.  These valleys are part of Louros Valles.  The floor of 
Ius Chasma is at the north end of the image.  Relief from the plateau surface to the 
chasma floor is about 7 km.  Image located at about 8.5ºS and 278.8ºE.  Image from 
Mars Express High Resolution Stereo Camera, orbit H0097, courtesy of the European 
Space Agency Multimedia Gallery.    
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groundwater-sapping origin.  Side slopes of these valleys average about 26 degrees.   

Similar modifications might have produced the rounded headwalls of the Nirgal Valles 

system (Figure 1).  This simple analysis suggests that subsequent mass wasting has 

modified the valleys to the extent that any inferences about the formative erosion 

processes must be speculative.   

The proposed groundwater-sapping origin for Martian valley networks is based 

primarily on the assumption that seepage erosion creates a distinctive morphology, an 

assumption we have challenged throughout this paper.  The surface lithology of Mars 

consists of volcanic and sedimentary rocks [Malin et al., 1998; Bandfield et al., 2000; 

Hamilton and Christensen, 2005; Malin and Edgett, 2000].  The evidence for seepage 

alone carving valleys into volcanic and sedimentary rocks on Earth is ambiguous.  A 

major process limitation in resistant rock is the apparent inability of springs on Earth to 

transport coarse talus that collapses into the channels.  This, however, does not rule out 

a seepage origin for Martian valleys.  For example, if the valleys were carved into 

sedimentary rock with easily dissolved cement that weathers to fine-grained 

transportable sediment, or if the bedrock has been pulverized through repeated bolide 

impacts, creating a cohesionless, relatively fine-grained detrital waste, then a seepage-

erosion origin is possible.    

 

2.7.  Seepage Erosion on Titan?  

The recent discovery of branching valley networks on Titan, some of which 

appear to have short, stubby tributaries, has led to suggestions that seepage processes 

played a role in their formation [Tomasko et al., 2005]. The stubby appearance of the 
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valleys on Titan is based mainly on albedo contrasts in images, however; the available 

topographic data are not sufficiently detailed to determine whether the valleys have 

amphitheater heads.  Some of these valley networks have morphologic characteristics 

that are inconsistent with spring-fed fluid discharge, including radial drainage patterns 

formed on isolated peaks in the topography and tributaries that extend to within 200 m 

of one another on opposite sides of a topographic divide [Perron et al., in review]. 

Erosion mechanisms on Titan involve combinations of materials that are 

unfamiliar on Earth and Mars: Titan's water-ice crust [Schubert et al., 1986] at the 

surface temperature of 94 K has strength [Durham et al., 1983; Cuda and Ash, 1984] 

comparable to terrestrial bedrock [Goodman, 1989].  The volatile in Titan's 

"hydrologic" cycle is probably methane, which comprises several percent of Titan's 

thick atmosphere and is stable in liquid form at its surface.  Springs on Titan probably 

do not cause significant chemical erosion because the solubility of water ice in liquid 

methane is extremely small [Rest et al., 1990; Lorenz and Lunine, 1996]. Chemical 

weathering rates on Titan could be higher if the surface material contains a significant 

fraction of hydrated ammonia compounds [Lorenz and Lunine, 1996], but no signature 

of these compounds has yet been identified in surface spectra.   

Recent ground-based [e.g., Griffith et al., 2000; Brown et al., 2002] and 

spacecraft [e.g., Porco et al., 2005; Griffith et al., 2005] observations of Titan have 

documented the development and rapid dissipation of tropospheric clouds, which 

suggests an active methane cycle involving rainfall. Seepage erosion may have 

contributed to the formation of the valley networks on Titan if the surface material is 

poorly consolidated, but it seems likely that surface runoff associated with methane 
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precipitation has also played a role, perhaps eroding water-ice bedrock [Collins, 2005] 

and transporting sediment [Perron et al., in review] by processes similar to those on 

Earth. 

 

2.8. Conclusions 

Mechanistic evidence for springs eroding valleys with distinctive morphologies 

into rock is sparse and inconclusive. Lithology has been shown to be a first-order 

control on whether and how seepage erosion might occur.  In unconsolidated, 

permeable sediments groundwater seepage can be sufficient to both erode the valley 

head and remove the eroded material, sometimes (but not always) resulting in valleys 

with amphitheater heads.  In weakly consolidated sedimentary rocks, groundwater 

might control the shape and perhaps the rate of valley formation.  But, it is also possible 

that seepage erosion plays a secondary role to runoff processes such as plunge pool 

erosion, or to mechanical processes such as loss of strength and mass failure.  Sediment 

must be evacuated from the valley in order for retreat of the headwall to continue, 

which seems to require surface runoff for most cases on Earth.  In basaltic valleys, there 

is no clear evidence that seepage causes significant erosion.  Instead, plunge pools and 

large boulders that line the valley bottoms support erosion and excavation by surface 

runoff.  While we know of no unambiguous case of seepage eroding an amphitheater-

headed valley in resistant rock, several examples exist of valley formation by runoff and 

mass wasting processes in the absence of seepage erosion.  Instead of a particular 

hydraulic process, amphitheater heads might instead be indicative of a substrate that, 

because of rock strength and fracture orientation, is relatively unstable to headwall 
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retreat, but resistant to incision at the rim of the headwall.  Amphitheater valley heads 

should not be used as a diagnostic indicator of seepage erosion on Earth, Mars or 

elsewhere because of the present uncertainty in the ability of seepage to independently 

erode bedrock valleys and the fact that mass wasting and runoff processes can (also) 

carve amphitheater-headed valleys. 

Our analysis, however, does not prove or disprove the ability of seepage to 

erode amphitheater-headed valleys in rock.  The lack of processes-based observations of 

seepage erosion and the overlapping evidence for other processes makes it difficult to 

quantitatively assess the relative importance of seepage.  Clearly more work is needed.  

On Earth, mechanistic studies are needed to identify the actual erosion mechanisms 

responsible for seepage erosion for a variety of lithologies and to determine their rate 

dependence, if any, with groundwater discharge.  In addition, studies are needed to 

explore other processes that can produce amphitheater-headed valleys in bedrock 

landscapes.  On Mars, more information on lithology (or some measure of rock 

strength) and sediment size is needed to begin to decipher the role of seepage erosion in 

valley formation and to constrain the magnitude of the flows responsible for eroding the 

valleys.   
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Chapter 3 

Formation of Amphitheater-Headed 
Valleys by Waterfall Erosion after 
Large-Scale Slumping on Hawai‘i 
 
 
 
3.1. Introduction 

Spectacular amphitheater-headed valleys line the coastlines of Kaua‘i, O‘ahu, 

Moloka‘i, Maui, and Hawai‘i (Fig. 1).  The origin of the steep, stubby (i.e. box-shaped 

planform geometry) headwalls and flat floors of these valleys has been debated for 

more than 80 years (Hinds, 1925; Davis, 1928; Wentworth, 1928; Stearns and Vaksvik, 

1935; Cotton, 1943; Stearns and Macdonald, 1946; White, 1949; Macdonald et al., 

1983; Stearns, 1985; Kochel and Piper, 1986; Kochel and Baker, 1990; Howard et al., 

1994; Craddock and Howard, 2002; Lamb et al., 2006).  The leading hypothesis has 

been that seepage-induced chemical weathering at the intersection between the water 

table and streambed leads to development of a knickpoint (Wentworth, 1928; Stearns 

and Macdonald, 1946; White, 1949; Kochel and Piper, 1986; Kochel and Baker, 1990).  

Seepage erosion at the base of the knickpoint is proposed to cause undercutting (i.e. 

sapping), collapse, and subsequent upstream propagation of the knickpoint, eventually  
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Figure 1.  10-m shaded relief and topographic contour map of northeast side of Kohala 
Volcano.  Contour interval is 100 m. The 1500 m contour is labeled.  Present-day sea 
level is at 0 m. The four large Kohala amphitheatre-headed valleys are named on the 
figure.  Longitudinal profiles for valleys numbered 1-9 are given in Figure 6 and 
associated data is given in Table 1.  Dotted lines across Waipi‘o Valley are cross 
sections (c1-c3) given in Figure 7.  Faults that funnel high elevation drainage to the 
amphitheatre-headed valleys near the volcano summit are indicated by white arrows.  
Data from U.S. Geological Survey (7.5 min. Quadrangles), Monterey Bay Aquarium 
Research Institute, and US Army Corps of Engineers LIDAR. (datum: NAD 83, 
projection: UTM zone 5).  The inset figure in the upper right corner shows the location 
of the study site in the Hawaiian Islands. 
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forming the steep valley headwall.  Since the 1980’s much attention has been given to 

the Hawaiian valleys because of their apparent similarity to Martian amphitheater-

headed valleys in morphology and potentially in lithology (i.e. basalt). Small physical 

experiments have shown that amphitheater-headed valleys with flat floors can result 

from seepage erosion in loose sand (e.g. Howard and McLane, 1988).  Similarity in 

form has been used to infer process, such that the connection between seepage erosion 

and amphitheater-headed valleys in sand has been used to argue for seepage erosion on 

Hawai‘i and, by analogy, Mars (Kochel and Piper, 1986; Kochel and Baker, 1990; 

Gulick, 2001). A seepage origin of Martian valleys would be significant because it 

could indicate an early Mars that did not support rainfall (Pieri, 1976; Carr and Clow, 

1981; Squyres, 1989; Malin and Carr, 1999) or that precipitation infiltrated to cause 

seeps without appreciable direct runoff (e.g. Grant, 2000).   

The seepage erosion hypothesis for Hawai‘i has not been without criticism.  

While springs have been found in some Hawaiian valleys, they are often high up the 

valley walls where they seem to drain perched aquifers associated with less permeable 

ash layers (Stearns and Macdonald, 1946).  To our knowledge, there are no published 

field observations documenting weathering or erosion associated with Hawaiian 

springs. Indeed, well-developed alcoves, secondary porosity, or obviously weathered 

rocks are rare (Howard et al., 1994).  Furthermore, several springs issue from the sea 

cliffs along the present-day shoreline and do not have canyons or alcoves associated 

with them (Stearns and Macdonald, 1946).  In loose sediment (e.g. Howard and 

McLane, 1988; Uchupi and Oldale, 1994; Schumm et al., 1995) or weakly cemented 

sedimentary rocks (e.g. Laity and Malin, 1985; Howard et al., 1988; Nash, 1996) 
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seepage erosion is a plausible hypothesis for canyon formation (Lamb et al., 2006).  In 

resistant rock like basalt, however, seepage must first weather the rock to transportable-

sized particles before erosion can occur (Dunne, 1990; Dietrich and Dunne, 1993).  If 

seepage flow cannot transport collapsed debris away from the valley headwall, then 

talus will buttress the headwall and prevent retreat.   

Here we present an alternative model for the formation of the Hawaiian 

amphitheater-headed valleys.  The Hawaiian amphitheater-headed valleys typically 

form on the wet sides of the islands and often have spectacular waterfalls at their 

headwalls.  Based on observations of well-developed plunge pools, we propose that 

waterfalls have been the dominant erosive agent causing headwall retreat, rather than 

seepage erosion.  This idea is not new; many workers have suggested that waterfall 

processes are important for headwall erosion in Hawai‘i (Stearns and Vaksvik, 1935; 

Macdonald et al., 1983; Howard et al., 1994; Craddock and Howard, 2002).  We expand 

on previous work using new field observations and topographic analyses to hypothesize 

the origin of large knickpoints from massive landslides.  The rates of knickpoint 

propagation are found using recently acquired bathymetric maps coupled with age 

determinations of Hawaiian basalts and marine terraces.  Lastly, a simple mechanistic 

rule is proposed for waterfall plunge-pool erosion and headwall propagation following 

recent developments in bedrock-erosion theory (e.g. Sklar and Dietrich, 2004).  Our 

study is focused on the largest, youngest and perhaps most impressive set of these 

valleys: Waipi‘o, Waimanu, Honokāne, and Pololū Valleys on the northeast side of 

Kohala Volcano on the island of Hawai‘i (Fig. 1).   
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3.2. Construction and Subsidence of Kohala Volcano  

Kohala Volcano, on the island of Hawai‘i, began erupting subaerially the 

basaltic Pololū volcanics at approximately 700 ka and this continued to about 250 ka 

(Dalrymple, 1971; McDougal and Swanson, 1972; Wolfe and Morris, 1996). During 

this period of volcanism, the Kohala shield was constructed and a distinct break in slope 

was formed at paleo-sea-level because subaqueously chilled lava solidifies at a steeper 

slope than subaerial lava (Moore and Clague, 1992).  This break in slope will be 

referred to as a volcanic terrace following Moore and Clague (1992).  Near the end of 

the shield building stage, the volcano experienced a relative sea-level rise due to 

isostatic subsidence as indicated by several drowned coral reefs off the west flank of 

Kohala (Fig. 2).  The volcanic terrace is now ~1000 m below present-day sea level 

(Moore and Clague, 1992) (Fig. 2), indicating 1000 m of relative-sea level rise since the 

terrace was formed.  Subsidence has occurred at roughly a steady rate of 2.6 mm/yr 

based on radiometric ages of drowned coral reefs (Fig. 2) (Moore and Fornari, 1984; 

Szabo and Moore, 1986; Ludwig et al., 1991).  We estimate the volcanic terrace to have 

formed ~ 385 ka by dividing the subsidence distance of 1000 m by the mean subsidence 

rate of 2.6 mm/yr.  A drowned reef at 950 m below present-day sea level yielded 

radiometric ages of 248-314 ka (Ludwig et al., 1991; Jones, 1995), which is consistent 

with this estimate.  It should be noted that scatter about the mean subsidence rate exists 

and might be due to erosion of the reefs, differential subsidence, landsliding, or 

diagenetic effects that alter the dating technique (Moore and Clague, 1992; Ludwig et 

al., 1991).  After the shield building stage, the Hawi volcanic series erupted and  
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Figure 2.  Shaded relief map of the northern half of Hawai‘i and the associated 
bathymetry.  Data resolution varies between different data sets.  Hot and cold colors 
correspond to high and low elevations, respectively. The following interpretations are 
following Smith et al. (2002):  the Pololū Slump is outlined with a black dashed line; 
Mauna Kea terrace at -450 m (shoreline at the end of the shield building stage) is 
marked by a white dashed line; the Kohala terrace at -1000 m is marked by a red dashed 
line.  The present shoreline is outlined with a thin solid black line.  See text for details.  
The thin black dashed line is the location of the slump profile shown in Figure 5.  The 
two black boxes indicate the locations of the maps shown in Figures 1 and 3.  Data 
sources include U.S. Geological Survey, Monterey Bay Aquarium Research Institute, 
US Army Corps of Engineers LIDAR, National Geophysical Data Center (NOAA), and 
Japan Marine Science and Technology Center. 
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unconformably overlies the Pololū volcanics.  The Hawi volcanics range in age from 

230 to 120 ka (McDougal and Swanson, 1972; Wolfe and Morris, 1996) (Fig. 3).   

During subsidence of Kohala Volcano, a second large volcanic terrace from the 

younger Mauna Kea Volcano developed along the northeast shoreline of Kohala and 

has since subsided ~ 450 m below present-day sea level (Fig. 2).  The age of this terrace 

must be within the range in ages of Mauna Kea volcanics of 250 ka to 65 ka (Wolfe and 

Morris, 1996).  The terrace must also be older than a drowned coral reef at -360 m that 

has a radiometric age of ~120 ka (Moore and Fornari, 1984; Szabo and Moore, 1986; 

Ludwig et al., 1991).  We estimate that the Mauna Kea terrace formed ~173 ka (and 

therefore records the location of the paleo-shoreline at this time) using the mean 

subsidence rate of 2.6 mm/yr (i.e. 450 m / 2.6 mm/yr = 173 ka).   

Gravel terraces on Kohala Volcano at altitudes as high as 300 m above present-

day sea level indicated to Stearns and MacDonald (1946) that the island has undergone 

partial emergence, not continuous submergence.  These deposits, however, have been 

reinterpreted as tsunami deposits associated with one of the many huge landslides of the 

Hawaiian Islands (McMurtry et al., 2004). 

 

3.3. Pololū Slump and Kohala Sea Cliffs 

 A massive landslide, the Pololū Slump, occurred directly offshore of the Kohala 

amphitheater-headed valleys on the northeast flank of Kohala Volcano (Fig. 2).   This 

landslide was ~20 km wide and traveled 130 km (Moore et al., 1989; Moore and 

Clague, 1992).  The most obvious features of the slump are huge disorganized blocks  
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Figure 3.  Shaded relief map of Kohala Volcano with volcanic units outlined following 
Wolf et al. (1996).  Note that the Pololū volcanics are not patterned.  Coastal profile A-
A’ is shown in Figure 4.  Contour map of average annual precipitation (1961-1990) is 
shown, with a contour interval of 0.5 m/yr, from PRISM climate model (Spatial Climate 
Analysis Service, Oregon State University, http://www.ocs.oregonstate.edu/prism/, 
created 4 Feb 2004).  Note that orographic effects cause rainfall to exceed 4 m/yr near 
the heads of the amphitheatre-headed valleys.  See Figure 2 for topographic data 
sources.   
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below the 1000 m isobath (Fig. 2).  Upslope of the blocks is a broad ~400 m 

bathymetric depression, which likely represents the slump scar or a down-dropped 

block related to the slump (Smith et al., 2002).  It is difficult to reconstruct the 

dimensions of the slump scar due to post-slumping carbonate and siliciclastic 

sedimentation.  Further complicating the bathymetry are several submarine canyons, 

which cut through the bathymetric depression (Figs. 1 & 3).  These canyons have the 

greatest relief near their heads and shallow downstream, becoming indistinct at a depth 

of ~ 900 m.  The canyons are cut into a carbonate platform (Clague et al., 1998), and 

likely formed from submarine processes, such as turbidity currents.  Several of the 

canyons end abruptly in amphitheater heads, which led to the interpretation that they 

were formed by dissolution of the carbonate platform by freshwater seepage (Clague et 

al., 1998).   

Directly upslope of the slump scar are the prominent (up to 450 m high) Kohala 

sea cliffs (Fig. 4).  The Kohala cliffs are anomalous in that neighboring sea cliffs are 

consistently only 20-50 m high (Fig. 4).  The shoreline of Hawai‘i generally follows the 

topographic contours of the volcanoes, and at the scale of 10s – 100s of meters is 

relatively jagged in planform.  In the region of the high cliffs, the shoreline is 

remarkably straight in planform.  Since the volcano is dome shaped, the straight 

shoreline cuts across topographic contours resulting in the greatest relief in the middle 

of the cliffs (Fig. 4).  The Kohala cliffs are abruptly inset ~ 2.5 km from the adjacent 

sections of the Hawaiian shoreline (Fig. 3).  These observations suggest that the Kohala 

sea cliffs are the bounding headwall of the Pololū Slump (Wolfe and Morris, 1996). The 

near vertical failure plane would explain why the cliffs are anomalously high, straight in  
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Figure 4.  Kohala sea cliffs.  (a) Photograph of Kohala sea cliffs.  (b)  Topographic 
profile of sea cliff elevation above present-day sea level extracted from 10-m DEM 
(U.S. Geological Survey).  Location of profile is shown as A-A’ on Figure 3.  Note that 
in the region of the amphitheatre-headed valleys the sea cliffs are approximately an 
order of magnitude greater in elevation than neighboring cliffs.  The mouth of Waimanu 
and Waipi‘o Valleys are at approximately 28 and 33 km, respectively.   
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Figure 5.  Topographic profile from Kohala Volcano over the Pololū Slump. Profile 
location is shown in Figure 2.  All dashed lines are untested interpretations of the 
topography before and immediately after the Pololū Slump. Note that sea level at the 
time of the slump was probably about 1000 m lower than at present. The headscarp of 
the slump (expressed as the present-day sea cliffs) might have had 600-700 m of 
additional relief at the time of the slump as indicated by the submergence of the valleys. 
Since that time hundreds of meters of sediment have been deposited within the slump 
scar. 
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planform, inset significantly from the rest of the shoreline, and cut across topographic 

contours. Figure 5 shows a longitudinal profile from the summit of Kohala Volcano 

through the Pololū Slump with a hypothetical illustration of a failure plane.   

Stearns and Macdonald (1946) argued that the Kohala sea cliffs are anomalously 

high because they are composed of older and weaker basalt and therefore have 

experienced greater wave erosion. It is true that southeast of Waipi‘o Valley the 

shoreline is composed of younger Mauna Kea flows.  However, most of the shoreline 

northwest of Pololū Valley is composed of the same Pololū volcanics as the Kohala 

cliffs (Fig. 3). Wave erosion might still explain the Kohala cliffs if wave attack was 

somehow focused in this region.  This, however, seems unlikely because the Kohala 

cliffs are of roughly the same trend as the neighboring cliffs. Furthermore, wave erosion 

cannot easily account for the abruptly straight coastline that cross-cuts topographic 

contours.     

Moore et al. (1989) suggested that the headwall of the Pololū Slump is near the 

summit of Kohala Volcano where several extensional faults, akin to pull-apart basins, 

have been mapped (Stearns and Macdonald, 1946) (indicated by white arrows on Fig. 

1).  In such a scenario, Waipi‘o and Pololū Valleys might follow faults that laterally 

bound the slump.  Waipi‘o and Honokāne Valleys do appear to follow these faults near 

their heads (Fig. 1).  Smith et al. (2002) argued, however, that the surface of the volcano 

laterally bounded by Waipi‘o and Pololū Valleys is continuous with the rest of the 

volcano summit, indicating little displacement.  The volcano flank is actually slightly 

steeper in this region as compared to the neighboring slopes, which is not consistent 

with slumping.  The faults near the summit of Kohala probably resulted from an ancient 



 80 

caldera (Stearns and Macdonald, 1946), or radial rift arms that accommodated hanging 

displacement as the Kohala rift zone extended (Smith et al., 2002).  A few of these 

faults cross cut both the Pololū and Hawi volcanics.  The majority of Hawi flows, 

however, appear to have been diverted to the northwest and southeast by the graben, 

which suggests that most of the displacement predates the Hawi volcanics (Stearns, 

1985). 

The Pololū Slump, like other large Hawaiian landslides, likely occurred when 

the volcano was close to its maximum size (~385 ka) and seismic and volcanic activity 

was high (Moore et al., 1989; Moore and Clague, 1992; Moore et al., 1994).  Since the -

1000 m terrace is only slightly disturbed in the region of the Pololū Slump (Fig. 2), 

Moore et al. (1989) hypothesized that the slump occurred prior to or during the 

formation of the -1000 m terrace.  An alternate explanation is that the slump postdates 

the formation of the terrace and that the -1000 m isobath was not significantly disturbed 

because there was little displacement in this region, e.g. if the slump was rotational (Fig. 

5).  The latter interpretation is also consistent with the observation that the 1000 m 

isobath is pushed ~ 5 km seaward in the region of the Pololū Slump as compared to the 

surrounding area (Figs. 2 & 5).  Furthermore, the slump is composed of Pololū 

volcanics and therefore is probably younger than 250 ka.  In either scenario, the slump 

scar is overlain by the -450 m Mauna Kea terrace (Fig. 2), restricting the slump to be 

older than ~173 ka.  If the faults near Kohala summit were caused by the slump, then 

the slump must be older than the eruption of Hawi volcanics about 230 ka.  These 

observations suggest that the slump occurred between 385 ka and 173 ka, and perhaps 

between 250 ka and 230 ka.   
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3.4. Kohala Amphitheater-Headed Valleys   

While streams have barely cut into the drier western slopes of Kohala Volcano, 

the amphitheater-headed valleys to the east are typically 300-750 meters deep and 

terminate abruptly in steep headwalls (Fig. 1).  These valleys have stubby heads (U-

shaped in planform), which led to the amphitheater designation (Hinds, 1925).  In order 

to analyze the Kohala valleys, we have constructed longitudinal profiles for nine valleys 

that are typical of the range of valley morphologies in the region (Fig. 6).  Valley 

numbers (1-9) are shown on Figure 1 and valley and stream characteristics are given in 

Table 1.  Valleys 1-7 are amphitheater-headed valleys.  Amphitheater-headed valleys 

have cut through the Kohala sea cliffs and have steep headwalls located several 

kilometers inland from the cliffs.  The abrupt termination of valleys at steep headwalls 

and the greater steepness of headwalls as compared to valley sidewalls suggest valley 

erosion by headwall propagation.   This interpretation is further supported by stream 

piracy inferred from valley cross-cutting relationships, as discussed below.  

In contrast to the amphitheater-headed valleys, there are smaller valleys with 

acutely pointed heads (i.e. gradually narrowing in planform) and longitudinal profiles 

that grade smoothly with the regional topographic slope (e.g. valley 9).  These smaller 

valleys run along side of and often drain into the larger canyons or pour over the Kohala 

sea cliffs (Figure 4a), and will therefore be referred to as hanging valleys.  There are a 

few valleys intermediate in size between the smaller hanging valleys and the larger 

amphitheater-headed valleys (e.g. valley 8).  Intermediate valleys have pointed heads in  



 82 

 
 

0 5 10 15 20
0

200

400

600

800

1000

1200

1400

1600

Distance from ocean (km)

E
le

va
tio

n
 a

b
o

ve
 s

e
a

 le
ve

l (
m

)

1

2
3

4

5

6

7

9

8

 
 
 
Figure 6.  Longitudinal profiles from amphitheatre-headed valleys (1-7), an 
intermediate valleys (8) and a hanging valley (9).  Profile 9 is representative of many 
valleys that are hanging at the sea cliffs, which are not shown here to avoid redundancy.  
The geographic locations of the valleys are shown in Figure 1.  Profiles were generated 
following the steepest slope (D8) using a 10-m digital elevation model (U.S. Geological 
Survey).  Much of the fine scale variation is an artifact of resolution of the grid.  
Depressions were artificially filled to generate the profiles.  Profiles were chosen to 
represent the entire length of the drainage area from source to valley mouth.  Note that 
lower portions of many of the amphitheatre-headed valleys have subsided below 
present-day sea level and are filled with sediment.   
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Figure 7.  Cross sections of Waipi‘o Valley.  Profiles were generated from a 10-m 
digital elevation model (U.S. Geological Survey).  Profile locations are shown as dotted 
lines on Figure 1.  These cross sections are typical of the other amphitheatre-headed 
valleys in that near their heads the valleys are V-shaped, while near their mouths valleys 
are U-shaped due to relative sea level rise and sedimentation.  The true bedrock valley 
bottom at c1 might extend 600 - 700 m below present-day sea level based on 
extrapolation of the valley wall slopes. 
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planform like the hanging valleys, but they widen and deepen significantly near their 

mouths similar to the amphitheater-headed valleys.    

Most of the upstream portions of the amphitheater-headed valleys are V-shaped 

in cross-section (Figs. 7, 8A & C), in contrast to the U-shape called for in the seepage-

erosion model (Kochel and Piper, 1986; Kochel and Baker, 1990).  As an example, 

Figure 7 shows three topographic cross sections of Waipi‘o Valley, the locations of 

which are shown on Figure 1.  We have found that most valley sidewalls have slopes of 

approximately 50 degrees, despite being different sized valleys with varying drainage 

areas. Soil production, vegetation growth, and shallow landsliding are active processes 

and are likely important in maintaining the relatively constant valley-wall slopes 

(Wentworth, 1943; White, 1949; Scott and Street, 1976; Stearns, 1985).  While V-

shaped in cross-section near their headwalls, amphitheater-headed valleys are flat-

floored near their mouths (Figs. 7, 8B).  This is not a result of seepage erosion, but 

rather of sedimentation concurrent with island subsidence (Stearns and Macdonald, 

1946). The depth to which the valleys have been carved below present-day sea level is 

not known, but estimates range from 100 m (Macdonald et al., 1983) to more than 400 

m (Stearns, 1985).  Extrapolation of the side slopes of Waipi‘o Valley (Fig. 7) results in 

a bedrock valley floor about 600 - 700 m below present day sea level.    This, however, 

is an upper estimate because the valley walls have probably retreated laterally following 

subsidence.   

The amphitheater valley headwalls often have several plunge pools interrupting 

cascading waterfalls, which appear to dominate erosion of valley headwalls (Figs. 8C-

E).  These plunge pools.  Howard et al. (1994) inferred that stepped waterfalls are 
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vertically drilling into the rock through the impact of falling water and sediment.  

Figure 8D shows coarse sediment deposited within and next to plunge pools, which 

must have been delivered by the waterfalls.  In some cases, plunge pool erosion also 

appears to be undercutting the headwall (Fig. 8E), possibly exploiting weaker beds in 

the layered volcanic rock.  The locations of the plunge pools do not seem to correlate 

with any major discontinuities in rock strength (unlike classic models of waterfall 

erosion, e.g. Niagara Falls (Gilbert, 1907)).  Instead, plunge pools are at a variety of 

different elevations and often in a series of steps along a single flow path.  During high 

precipitation events, tens of waterfalls can be active at a single valley head (personal 

communication with local residents, 2004; Figs. 8C-E).  

Springs do exist in the Kohala valleys, as one would expect in any deeply 

incised canyon that intersects water tables.  However, we have not observed weathered 

rock or overhangs associated with springs, which are expected indicators of seepage 

erosion (Lamb et al., 2006).  Peak annual surface flows exceed spring discharges by 

nearly two orders of magnitude (Table 1).  Coarse debris that lines the streambeds must 

be transported away from valley headwalls for headwall propagation to occur.  Spring 

discharges are presently incapable of transporting this material. 

If valley formation occurred from upstream propagation of valley headwalls due 

to waterfall erosion, then one might expect there to be a correlation between headwall 

migration distance and stream discharge (e.g. Whipple and Tucker, 1999; Hayakawa 

and Matsukura, 2003; Bishop et al., 2005; Crosby and Whipple, in press).  Using the 

digital elevation data shown in Figure 1, we have calculated the contributing drainage 

area to the dominant knickpoints in the valley profiles (i.e. the headwalls for the  
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Figure 8.  Photographs of Kohala amphitheatre-headed canyons.  (A)  Upslope portion 
of Waipi‘o Valley showing V-shaped cross section (near c3 in Figs. 1 & 7).  (B) Mouth 
of Waipi‘o Valley showing U-shaped cross section (near c1 in Figs. 1 & 7).  (C)  
Headwall of Waipi‘o Valley (valley 2).  (D)  Close-up of headwall of Waipi‘o Valley 
(valley 2) showing multiple plunge pools vertically drilling into the rock.  (E) Headwall 
of East Honokāne (valley 3) showing plunge pool drilling as well as undercutting.   
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Valley # Stream/Valley 
Name Morphology 

Average 
annual peak 
discharge 

(m3/s) 

Spring 
flow 

(m3/s) 

Migration 
distance 

(km) 

Drainage 
area 
(km2) 

1 Hiilawe / Waipi‘o Amphitheater ? 0.35 3.33 16.46 

2 Kawainui & Kawaiki 
/ Waipi‘o 

Amphitheater 41.40 0.35-0.96 15.06 8.51 

3 East Honokāne Amphitheater ? 0.46-0.59 11.85 8.38 

4 Pololū Amphitheater ? 0 7.46 4.31 

5 Alkahi / Waipi‘o Amphitheater 12.47 ? 12.15 3.92 

6 Waimanu / 
Waimanu Amphitheater ? 0.22 - 0.52 7.56 0.58 

7 Waihilau / Waimanu Amphitheater ? 0.22 - 0.52 4.41 1.54 

8 Honopue Intermediate ? ? 2.47 4.49 

9 Waikaloa Hanging ? ? 0.26 4.15 

 
 
Table 1.  Characteristics of Kohala valleys.  Locations of valleys are shown on Figure 1 
and longitudinal profiles are shown on Figure 6. Annual peak discharge is from U.S. 
Geological Survey (gauge # 16720000, 16720300, 16725000) averaged over a 40 year 
period.  Spring flow measurements are from Stearns and MacDonald (1946) and Kochel 
and Piper (1986).  Knickpoint migration distance was measured from the longitudinal 
profiles (Figure 6) as the distance from the present day shoreline to the location of 
maximum slope, which typically corresponds to midway up the headwall for the 
amphitheatre and intermediate valleys, and midway up the sea cliffs for the hanging 
valley (which is why valley 9 has a nonzero migration distance).  Drainage area is the 
contributing area to the valley heads (waterfalls) for the amphitheatre and intermediate 
valleys, and to the sea cliffs for the hanging valley.   Note that the drainage areas to the 
valleys have changed in time due to upslope propagation of knickpoints and stream 
capture.   
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amphitheater and intermediate valleys, and the Kohala sea cliffs for the hanging 

valleys).  Drainage area is used as a proxy for stream discharge because historic stream 

records are only available for two sites (Table 1).  All of the intermediate and hanging 

valleys in the Kohala region have drainage areas less than 5 km2.  For example, valleys 

8 and 9, which are two of the largest intermediate and hanging-type valleys, have 

drainage areas of 4.49 and 4.15 km2, respectively.  In contrast, the amphitheater-headed 

Waipi‘o Valley (valley 2) and West Honokāne Valley (valley 3) have two of the largest 

drainage areas contributing to their headwalls of ~ 8 km2 each (Table 1).  Valleys 2 and 

3 also drain the very wet Kohala summit (Fig. 3), have what visually appears to be the 

most active plunge pools (Figs. 8C-E), and have two of the longest headwall-

propagation distances from the present-day sea cliffs of ~ 15 and 12 km, respectively 

(Table 1). 

Several of the amphitheater-headed valleys, however, do not appear to follow a 

trend of increasing headwall migration distance with increasing drainage area.  For 

example, Hiilawe Valley (valley 1) has the largest drainage area of any of the 

amphitheater valley heads of about 16 km2, but its headwall is only ~ 3 km from the sea 

cliffs (Fig. 1).  Part of the reason for this is probably because Hiilawe Stream drains the 

relatively dry southeast side of Kohala Volcano, where average annual rainfall is about 

half that of the wet Kohala summit (Fig. 3).  Also important is that the headwall of 

Hiilawe Valley is presently located at the contact between Pololū and Mauna Kea 

basalts (Fig. 3).  Headwall retreat might have stalled at this geologic contact because 

Mauna Kea basalt is younger and possibly less weathered and more resistant to erosion 

than Kohala basalt.   
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In contrast to Hiilawe Valley (valley 1), amphitheater-headed valleys 4-7 (Fig. 

1) have  headwalls located many kilometers from the present-day sea cliffs, but have 

drainage areas feeding their waterfalls that are less than 5 km2 – values typical of the 

hanging and intermediate valleys.  We speculate that these valleys are inactive and that 

headwall migration occurred in the past when drainage areas were larger.  The drainage 

areas to these valley headwalls have declined in time because 1) the headwalls have cut 

into their own contributing areas as they have migrated upstream, and 2) dominant 

streams (particularly valleys 2 and 3) have pirated the drainage that once flowed to 

valleys 4-7.  As an example of the later point, the headwall of Waimanu Valley (valley 

6) is about 4 km inland from the sea cliffs, although its present-day drainage area is 

only 0.58 km2.  It does not appear to have an actively eroding headwall because it is 

mantled with talus (Kochel and Piper, 1986) and plunge pools are not well developed. 

Examination of the topography clearly shows that Waipi‘o Valley (valley 2) has cut 

across the headwall of Wiamanu Valley and captured its drainage (Fig. 1).  This 

suggests that Waimanu Valley formed before it was truncated by Waipi‘o Valley.  After 

truncation, the contributing drainage to Waimanu Valley has been insufficient to 

transport the coarse debris at its headwall and further headwall propagation (despite 

active seepage flow of 0.22 – 0.52 m3/s, Table 1).  While the piracy of Waimanu (valley 

6) by Waipi‘o (valley 2) is visually the clearest example in Figure 1, it is possible that 

all of the eastern amphitheater-valley heads (e.g., valleys 5 – 7) have lost some drainage 

to Waipi‘o (valley 2), and that Pololū Valley (valley 4) and West Honokāne Valley 

have lost drainage to the eastern head of Honokāne (valley 3).  This can be seen by 

analyzing current drainage paths (perpendicular to contours) on Figure 1.   
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In order to quantitatively test whether there is a correlation between drainage 

area and knickpoint propagation rate, it would be ideal to have a record of drainage area 

to the knickpoints before significant headwall retreat and stream piracy.  Unfortunately, 

this is not possible since headwall propagation has changed drainage patterns through 

time.  This notwithstanding, it is encouraging for the plunge-pool-erosion hypothesis 

that the two valleys (valleys 2 and 3) that appear to have the most actively eroding 

plunge pools, also have two of the largest drainage areas and headwall propagation 

distances, and the drainage areas to these valley heads are about twice as large as those 

to the hanging and intermediate valleys.  If valleys 2 and 3 are truly the only active 

amphitheater-headed valleys, then a threshold drainage area of about 5-8 km2 might be 

necessary for knickpoint propagation on Kohala.  

The dominance of valleys 2 and 3 over the hanging and intermediate valleys 

(and perhaps over the other amphitheater-headed valleys) is at least partially due to the 

faults near the Kohala summit (Fig. 1).  While argued above not to represent the 

headscarp of the Pololū Slump, these faults clearly have influenced drainage to the 

Kohala valleys.  The faults cut off the headwaters of the hanging valleys and funnel this 

drainage laterally to the amphitheater-headed valleys.  The fact that the amphitheater-

headed valleys are developed only on the edge of this fault scarp, combined with the 

observation that the hanging valleys are bordered upslope by the fault scarp, suggests 

that this drainage divide encouraged the amphitheater-headed valleys to grow at the 

expense of the hanging valleys.   

The Kohala amphitheater-headed valleys cut through the Pololū volcanics and 

therefore must be younger than ~ 250 ka.  Some of the valleys formed before the 
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cessation of Hawi volcanics (~ 130 ka) and Mauna Kea volcanics (~ 65 ka) because 

Hawi flows poured into the heads of Pololū Valley (and were later incised through 

(Macdonald et al., 1983)) and East Honokāne (valley 3) (Wolfe and Morris, 1996), and 

Mauna Kea volcanics filled the head of Hiilawe valley (valley 1) (Fig. 3).  If the 

estimated fill of 600-700 m in Waipi‘o Valley is correct, then such incision implies that 

the valley headwall must have propagated upstream on the order of several kilometers 

or more when sea level was lower than presently by 600-700 m (Fig. 1).  This suggests 

that headward erosion of Waipi‘o Valley began shortly after the cessation of Pololū 

volcanics (~ 250 ka) when Kohala Volcano was an additional 650 m above sea level 

(i.e. 250 ka x 2.6 mm/yr = 650 m).  This would place the valley initiation time 

appropriately close to the age of Pololū Slump.   

   

3.5. Conceptual Model  

The large Kohala amphitheater-headed valleys are directly upslope from and are 

laterally bounded at their outlets by the Pololū Slump and the Kohala sea cliffs (Fig. 2).  

Based on this spatial correlation and the coincident timing discussed above, we propose 

that the Pololū Slump (rather than seepage erosion) created large knickpoints in pre-

existing stream profiles.  Further, we suggest, based on our field observations of plunge 

pool erosion, that waterfall erosion (rather than seepage erosion) has caused upstream 

migration of these knickpoints to form the amphitheater-headed valleys. 

Before the Pololū Slump, several factors might have led to the development of 

dominant streams (Fig. 9A).  In any drainage network, non-uniform topography, 

lithology, and precipitation cause some streams to capture more drainage area than 
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others.  Fault scarps near the summit of Kohala force high elevation drainage to flow 

laterally, diverting runoff toward valleys at the northwest and southeast edges of the 

slump zone.  Orographic variation in rainfall across the volcano is presently significant 

(Fig. 3) and was likely even greater when the volcano was an additional 1000 m above 

sea level.  Due to the fault scarp and the radial drainage pattern, only a few streams 

receive high elevation runoff, and due to orographic effects, precipitation is greater at 

high elevations, leading to the dominance of streams with their source regions near the 

summit.   

Approximately 250 ka, the Pololū Slump imposed giant knickpoints on the 

streams (Fig. 9B).  We propose that waterfalls in dominant streams had sufficient 

sediment and water discharge that, through waterfall erosion, the knickpoints 

propagated upstream (Fig. 9C).  As discussed above, observations of the valley 

headwalls suggest that vertical drilling into the rock by the falling water and sediment is 

a dominant headwall erosion process.   Mass failures likely also contribute to headwall 

propagation and probably result from plunge-pool undercutting and failure of the 

narrow ridges in between plunge pools (Stearns, 1985).  Despite failures, horizontal 

bedding and vertical fracturing of the basalt promote a relatively stable headwall and 

thus preserve the amphitheater shape of the propagating valley heads (Stearns, 1985; 

Dunne, 1990).  Storm-induced runoff events are probably necessary to evacuate 

collapsed material and allow headwall propagation to continue.  

Bedrock can be eroded within a plunge pool through plucking of fractured 

blocks due to cavitation or differential fluid pressure, and abrasion due to impacting 

sediment (Whipple et al., 2000).  Plucking might be particularly important if the  
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Figure 9.  Conceptual model for the formation of the Kohala amphitheatre-headed 
canyons.  (A) Variable topography, lithology, orographic precipitation, fault-induced 
drainage divides, and a radial drainage pattern leads to dominant streams. (B) The 
Pololū Slump imposes giant knickpoints on the streams. (C) Knickpoints propagate in 
dominant streams and through plunge pool erosion and mass wasting capture the 
headwaters of neighboring streams.  Smaller streams remain hanging at the slump 
headscarp.  (D) Rising sea level floods the lower portions of the valley floors causing 
sedimentation and U-shaped valley cross sections. 
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bedrock is well fractured (e.g. Bollaert and Schleiss, 2003). If the rock is massive, then 

abrasion is expected to dominate erosion (Whipple et al., 2000).  Sediment might abrade 

the bedrock within a plunge pool due to the initial impact and later impacts as the turbid 

water is churned within the pool.   

As a waterfall drills into a plunge pool, erosion must eventually cease when the 

plunge pool is approximately level with the valley floor.  At this point the valley floor 

slope is too gentle to transport sediment away from the headwall and the plunge pool 

becomes armored with sediment.  In order for retreat of the headwall to continue via 

vertical plunge-pool incision, a new plunge pool must be initiated.  Thus, the creation of 

steps that lead to plunge pools might be a rate limiting process for headwall retreat.    

We speculate that steps on the face of the headwalls form as weaker beds (e.g. inter-

bedded ash layers) are weathered and attacked by surface runoff.  Many small sub-

horizontal steps of protruding basalt beds can be seen at a variety of elevations at valley 

headwalls (Fig. 8).  Prominent steps might eventually form plunge pools as they are 

bombarded by falling water and sediment.  The abundance of protruding beds and 

plunge pools at different elevations at a single valley headwall (e.g. Figure 8D) suggests 

that plunge-pool form frequently. 

As a headwall propagates upstream, the radial drainage pattern induced by the 

dome shape of the volcano allows the capture of the headwaters of other streams.  

Multiple waterfalls and mass wasting of narrow ridges in between plunge pools cause 

propagation of a headwall that is much wider than any individual stream (e.g. Fig. 8D).   

Mass wasting along valley sidewalls also captures neighboring drainage (e.g. Hovius et 

al., 1998).  Valley-wall slopes are reduced to a near constant 50 degrees, where 
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presumably vegetation growth aids stability (Scott and Street, 1976).  Cross cutting of 

smaller valleys by amphitheater-headed valleys has been used as evidence for seepage 

erosion in Hawai‘i (Kochel and Piper, 1986; Kochel and Baker, 1990) and elsewhere 

(e.g. Hoke et al., 2004).  This need not be the case because such cross cutting 

relationships are expected to result from headwall propagation due to waterfall erosion 

and mass wasting (Macdonald et al., 1983).  As discussed above, the Kohala drainage is 

strongly influenced by faults, which appear to control the orientation of the heads of 

Waipi‘o and Honokāne Valleys.  It is possible that some of the cross-cutting 

relationships (e.g., Waipi‘o crossing Waimanu Valley) were caused by rerouting of 

drainage due to these faults.  

Shortly after failure of the Pololū Slump, the headwalls might have been more 

pointed or V-shaped in planform than currently because the streams upslope of the 

headwalls would have had larger drainage areas and higher erosion rates (Fig. 9C).  For 

example, the intermediate Honopue Valley (valley 8) has a pointed headwall in 

planform because of substantial incision upslope of the knickpoint (Fig. 1).  As the 

headwalls propagate upstream, they progressively cut into their own drainage areas, 

eventually resulting in reduced water and sediment discharge.  When a headwall 

approaches the volcano summit, valleys upstream of the headwalls are not significantly 

incised, and therefore headwalls are more U-shaped in planform.  At this point, 

sediment generated from mass failures at the headwall itself might become more 

important than previously for providing tools to abrade within plunge pools.  

Eventually, as drainage area diminishes, headwall propagation by waterfall erosion will 

cease.  Weathering and mass wasting then become dominant processes for headwall 
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erosion (e.g. Young, 1985; Weissel and Seidl, 1997), likely resulting in talus deposition 

at the base of the headwall.  If hillslope processes cause the headwall slope to relax at 

the same rate as the valley walls, then the amphitheater shape will maintain even if the 

headwall is no longer actively retreating (e.g. Howard, 1995).   

Long profiles of the Kohala valley floors are generally concave up downstream 

of valley headwalls (Fig. 6) indicating an increasing channel slope with decreasing 

drainage area. The slope of the streambeds is probably set by the flows ability to 

transport coarse sediment (Sklar and Dietrich, in press).  If sediment cannot be removed 

from the base of the headwall, deposition will occur and the streambed slope will 

increase until sediment transport can occur.  Transport of sediment away from the 

headwall, therefore, is a fundamental control on the height of the headwall as it 

propagates upstream.  As relative sea-level rises, however, the valley floor becomes 

graded to sea level, transitioning to an alluvial-mantled reach.  Subsidence eventually 

submerges the lower reaches of the valleys, which forces deposition and U-shaped 

valley cross sections (Fig. 9D).  

 Most of the Kohala valleys are widest near their mouths and narrow slightly 

headward.  This, however, is not true of Honokāne Valley, which widens headward 

(Fig. 1).  Headward widening is significant because it is thought to be a characteristic of 

seepage erosion (e.g. Higgins, 1984).  Since the Kohala valleys are V-shaped in cross 

section and have near uniform sidewall slopes, geometry requires that valleys with more 

relief must also be wider.  This appears to be the case for Honokāne Valley.  Headward 

widening of Honokāne correlates with a headward increase in relief because the volcano 

surface is steeper than the valley floor (Fig. 6).  As discussed above, a streams ability to 
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transport sediment governs the valley-floor slope, which in turn sets valley relief.  Thus, 

headward widening of Honokāne valley might simply be a result of a headward increase 

in valley relief and does not necessarily indicate seepage erosion.     

Smaller streams have not produced migrating knickpoints because they have 

smaller drainage areas (< 5 km2) and therefore insufficient water and sediment 

discharge to cause knickpoint retreat.  The threshold might come about because the 

waterfalls are not able to initiate the step-forming process, pluck blocks from the plunge 

pools, transport deposited sediment out of plunge pools, or transport sediment to the 

plunge pools.  These mechanisms are discussed in more detail below.   

If the knickpoints were initiated by the Pololū Slump about 250 ka at the 

approximate location of the present-day sea cliffs, than an average knickpoint migration 

rate can be calculated.  Here, we make this calculation for valleys 2 and 3 since they are 

arguably the most active valley heads.  Dividing migration distance (Table 1) by 250 ka 

yields average headwall migration rates of 60 and 47 mm/yr for valleys 2 and 3, 

respectively.  These rates are large, but are not unreasonable.  For example, average 

waterfall retreat rates in excess of 1 m/yr have been documented for Niagara falls, U.S. 

(Gilbert, 1907; Philbric, 1974), Ryumon Falls, Japan (Yoshida and Ikeda, 1999), and 

various waterfalls in Scotland (Bishop et al., 2005).   

 

3.6. Scaling of Plunge Pool Erosion 

Waterfall propagation is typically thought to occur in layered material through 

undercutting of a weak layer and the subsequent collapse of an overlying strong layer 

(e.g. Gilbert, 1907; Holland and Pickup, 1976).  Many bedrock waterfalls, however, are 
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not undercut, which sheds doubt on the universality of this model (Young, 1985).  In 

fact, the validity the waterfall-undercut model has even been questioned for its most 

prominent field example, Niagara Falls, USA (Philbric, 1974).  Instead, it has been 

proposed that waterfalls retreat by fatigue and mass failure, and that the water only 

sweeps material away that would otherwise buttress the headwall (e.g. Young, 1985; 

Seidl et al., 1996; Weissel and Seidl, 1997).  Nonetheless, most quantitative models 

treat waterfall propagation as a fluvial incision process using drainage area (Hayakawa 

and Matsukura, 2003; Crosby and Whipple, in press) or stream power (Howard et al., 

1994; Rosenblum and Anderson, 1994; Seidl et al., 1994; Whipple and Tucker, 1999; 

Bishop et al., 2005) as the driver for knickpoint propagation.  While these models might 

simulate an upstream propagating wave in the landscape, they do not explicitly include 

the processes that we observe at the Kohala waterfalls, mainly vertical plunge pool 

erosion and mass wasting.  

Herein we propose a simple quantitative expression for headwall propagation.  

Our current level of knowledge does not permit a complete model of headwall retreat 

involving mass failures due to plunge-pool undercutting, drilling and weathering.  We 

instead focus solely on developing scaling relationships for vertical plunge-pool 

incision.  While this paints an incomplete picture, it is a useful exercise because 

vertical-plunge-pool erosion might be the driver for headwall propagation in Hawai‘i 

and, to our knowledge, it has not been described in detail.  For simplicity, we only 

consider abrasion due to the initial impact of particles falling over a waterfall.  We 

neglect possible contributions of plunge pool wear due to plucking of fractured bedrock 



 99 

or abrasion by secondary impacts of particles as they are circulated within a turbulent 

pool.   

  Sklar and Dietrich (2004) developed a model for the abrasion of a bedrock 

river bottom by impacting particles, which we adopt here for the case of a plunge pool.  

The rate of vertical bedrock erosion E (Lt-1) can be written as  
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The first ratio on the right-hand side (RHS) of equation (1) represents the rate of 

particle impacts per unit bedrock area, where sq  is the volumetric flux of sediment that 

impacts the bed per unit width, V is the volume of an impacting particle and L is the 

bedrock area per unit width over which impacts occur.  The second ratio on the RHS of 

equation (1) represents the volume of bedrock eroded per particle impact, where ε  is 

the kinetic energy of a particle impact and κ is the energy required to detach a unit 

volume of bedrock (energy / volume).  κ  is a measure of the capacity of the bedrock to 

store energy elastically and depends on the tensile yield strength of the rock and 

Young’s modulus of elasticity (Sklar and Dietrich, 2004).  Equation (1) assumes that 

there is not a threshold kinetic energy to cause abrasion, which has been verified 

experimentally (Sklar and Dietrich, 2001).  The last ratio on the RHS of equation (1) 

accounts for alluvial coverage that protects the bedrock from erosion, where tq  is the 

volumetric sediment-transport capacity of the flow per unit width.  For the case of a 

plunge pool, tq  is the maximum sediment flux, per unit width, that the waterfall is able 
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to transport out of the pool.  Bedrock erosion is zero when the sediment supply exceeds 

the flow’s capacity to transport sediment (i.e. deposition occurs).    

 The kinetic energy of a falling particle is given by  

 

2

2

1
fsVwρε =         (2) 

 

where wf  is the vertical velocity of a particle when it collides with the bedrock and sρ  

is the particle density.  If we define d as the surface area of the floor of the plunge pool 

per unit width, then equations (1) and (2) can be written for the case of a plunge pool as  
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The volumetric flux of material eroded from the bedrock (per unit width) at a 

valley headwall due to plunge-pool erosion can be written mEd , where m is the number 

of successive plunge pools stacked vertically above one another for an average 

contributing stream (Fig. 10).  This implicitly assumes that E is an average or 

characteristic vertical erosion rate for m successive plunge pools.  m does not include 

the plunge pool at the base of the headwall, since presumably this pool is not vertically 

incising and therefore does not contributing to headwall retreat.  For the purpose of 

formulating an average headwall propagation rate, this vertical flux of material can be 

written as a horizontal flux of material averaged over the entire surface area the 

headwall (per unit width) by continuity as  
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HPmEd =         (4) 

 

where H is the height of the propagating headwall and P  is the inferred average 

headwall retreat rate due solely to vertical plunge-pool erosion (Fig. 10).   

Equations (3) and (4) now can be combined for the rate of headwall propagation 

due to vertical plunge-pool erosion, 
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In order to better illustrate the dependencies of headwall propagation it is useful to use 

the fact that the product of the total number of waterfalls in series (i.e., m+1, which is 

one more than the total number of plunge pool contributing to erosion m) and their 

average fall distance h is equal to the total height of the headwall (i.e., hmH )1( += ) 

(Fig. 10).  In addition, if it is assumed that the average plunge pool depth η  is much 

smaller than the waterfall height (i.e. η>>h ), then η+≈ hh  and equation (5) can be 

written as 
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Figure 10.  Schematic diagram of vertical plunge pool erosion resulting in net upslope 
headwall retreat as given by equation (4).  There are two plunge pools (m = 2) for the 
particular case shown.  Vertical erosion in each plunge pool acts over an area, per unit 
width, d assuming the plunge pools are of roughly the same diameter.  After a time ∆t 
(shown by dashed lines) a net volume of eroded material per unit width is given by (E1 
+ E2)d∆t, or equivalently mEd∆t, where E is the average plunge pool erosion rate.  As 
shown by the thin lines, this eroded volume is equivalent to a headwall propagation rate 
P acting over the total area of the propagating headwall, per unit width, H in time ∆t.  
Note that the sum of the heights of the waterfalls is equal to the total height of the 
headwall, or equivalently the product of the average waterfall height h and the total 
number of waterfalls (i.e. h1 + h2 + h3 = H = (m+1)h).     
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Equation (6) is preferred over equation (5) because it illustrates that, in addition to 

sediment supply sq , sediment density sρ  and rock erodibility κ , headwall propagation 

is a function of three non-dimensional ratios, with values between zero and unity, 

shown in brackets: 1) the sediment supply versus transport capacity of the plunge pools, 

2) the existence and relative number of plunge pools, and 3) the kinetic versus potential 

energy of sediment impacts.  Note that headwall propagation given by equations (5) and 

(6) is predicted to be independent of the surface area of the plunge pools d.   

Equations (3) and (6) predict that the rates of vertical plunge pool erosion and 

headwall propagation depend (non-linearly) on the flux of sediment that passes over the 

waterfall.  Sediment flux is positively correlated with the rate of conversion of rock to 

sediment from the valley walls and channel bed upslope of the waterfall, and the 

drainage area of the basin that contributes to the waterfall.  Sediment flux also depends 

inversely on the recurrence interval of sediment-transporting events in the stream 

upslope of the waterfall (e.g. Sklar and Dietrich, in press).  Given that the production of 

sediment and the recurrence interval of storm events are probably similar for different 

Kohala amphitheater-headed valleys because of similar bedrock lithology and climate 

(except for valley 1), equations (3) and (6) are in qualitative agreement with our Kohala 

observations that valley headwalls with relatively large contributing drainage areas 

appear to have better developed plunge-pools and faster headwall retreat rates.   

While sediment can abrade rock, it can also protect bedrock from erosion if the 

sediment supply exceeds the waterfalls ability to transport sediment out of the plunge 

pools causing deposition (e.g. Sklar and Dietrich, 2001).  As shown in the first 

bracketed ratio on the RHS of equation (6), the headwall propagation rate is predicted to 
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tend to zero as sediment supply approaches the transport capacity.  To our knowledge, 

the sediment transport capacity of a plunge pool has yet to be assessed.  It is likely to be 

different than the simpler and better studied unidirectional case due to complex 3D flow 

of the impinging jet.  For example, as a plunge pool grows in depth, the ponded water 

slows the impact velocity of the falling particles and dissipates energy of the plunging 

water.  If deposition occurs, the downstream lip of the plunge pool must be incised into 

so that sediment can be transported out of the pool and erosion can continue.   

Critical to erosion by vertical plunge-pool drilling is the formation of plunge 

pools, i.e. the functional form of m.  The second bracketed ratio on the RHS of equation 

(6) shows that headwall propagation is only weakly dependent on the number of plunge 

pools m for large m.  m must be greater than zero, however, for headwall propagation by 

waterfall drilling to occur.  As discussed in the Conceptual Model section, m is a 

function of step formation, which in turn probably depends on heterogeneity of rock 

strength at the headwall, the magnitude of differential weathering, and the discharge of 

water and sediment pouring down the face of the headwall.  The mechanics of step 

formation, however, remain unclear.  In order for equation (6) to be a valid 

representation of headwall retreat, we must assume that the formation of steps is not a 

rate limiting process, so that m > 0 at all times.  This appears to be a reasonable 

assumption in Hawai‘i since most headwalls have several active plunge pools and many 

protruding beds that could become plunge pools (Fig. 8D).  Typical values of m for the 

Kohala valleys are between 1 and 10.  Implicit in equation (6) is the assumption that 

steps are generated at the top of the headwall.  This also seems reasonable, as there are 

many steps that occur near the top of the headwalls (e.g. Fig. 8D) and there does not 
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appear to be a critical fall distance necessary to generate steps.  In reality, however, 

steps can develop below the top of the headwall if the overlying rock is removed by 

weathering and mass wasting, processes neglected in this scaling analysis. 

The third bracketed ratio on the RHS of equation (6) represents the ratio of 

kinetic versus potential energy of a particle impact, which is a function of the amount of 

energy lost to drag.  The impact velocity increases as the height of the waterfall 

increases until drag on the particle causes it to approach terminal velocity.  In Appendix 

1, we derive an expression (equation A9) for the fall velocity of a particle considering 

the effects of air drag and drag induced on the particle within the ponded water of a 

plunge pool.  The solution to equation (A9), shown in Figure 11, indicates that drag is 

important for small particle diameters D, large waterfall heights h, and large plunge 

pool depths η (Fig. 11).  For waterfall heights typical of the Kohala valleys (h ~ 100 m), 

air drag has only a minor effect on particle fall velocity for ≥D  10 cm and reduces the 

fall velocity by approximately a factor of two for ≈D 1 cm (Fig. 11A).  Drag within the 

plunge pool, however, is much more significant than air drag and must be taken into 

account for <D  ~ 1 m when η > ~ 1 m (Fig. 11B).  For D < 10 cm and η > ~ 1 m, 

particles approach terminal velocity within the plunge pool, and Equation (A9) can be 

reduced to  
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Figure 11.  Plot of particle impact velocity as given by equation (A9) normalized by the 
impact velocity assuming no drag (equation 8) for different particle diameters D.   
Equation (A9) is evaluated for the conditions of (A) different waterfall heights and zero 
plunge pool depth and (B) a constant waterfall height of 100 m and variable plunge pool 
depths.  The calculation assumes that the density of sediment = 2800 kg/m3, the density 
of water = 1000 kg/m3 and the density of air = 1.275 kg/m3.  The particles are assumed 
spherical, so that 3/2/ DAV = .  The drag coefficient dC  was calculated for natural 

spherical particles at terminal settling velocity using the formula of Dietrich (1982).  
See Appendix 1 for more detail.   
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where g is the acceleration due to gravity and wρ  is the density of water. dC  is a drag 

coefficient and it depends on the particle Reynolds number (e.g. Dietrich, 1982).  

Inserting equation (7) into equation (6) reveals that headwall propagation is linearly 

dependent on the particle size and inversely dependent on the waterfall height for drag-

dominated particles.   

On the other hand, both air drag and plunge-pool drag are predicted to be 

negligible for large particle sizes (D > 10 cm) and small plunge pool depths (η < 10 cm) 

(Fig. 11).  Drag might be further reduced in air due to downdrafts caused by the falls 

(Young, 1985) and in plunge pools due to the vertical velocity of the impinging 

waterfall and aeration of the pool.  If drag can be neglected, then the impact velocity 

can be approximated by assuming full conversion of potential energy to kinetic energy, 

 

)(2 η+= hgw f         (8) 

 

and therefore the third bracketed ratio in equation (6) is unity.  Interestingly, for this 

case headwall propagation is predicated to be independent of the particle size, the 

waterfall height and the total headwall height.  This is because the energy of the 

sediment impacts depends linearly on waterfall height and so does the volume of rock 

that must be eroded for the headwall to propagate a unit distance.  Note, however, that a 

single larger particle is still expected to erode more bedrock than a single smaller 

particle because the larger particle constitutes a greater sediment flux.          
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3.7. Prediction of Headwall Propagation Rate 

  It is not yet possible to use equation (6) in a landscape evolution model because 

there are several terms whose functional dependencies are not known, most notably m  

and tq .  We can, however, estimate a maximum headwall propagation rate by assuming 

that 1) plunge pools are abundant and their formation is not rate limiting (i.e. m >> 0),  

2) particle fall velocities are unaffected by drag (i.e., equation (8)), and 3) that sediment 

supply is much less than the sediment-transport capacity of the plunge pools (i.e. no 

coverage of bedrock, ts qq << ).  With these assumptions, the three bracketed ratios on 

the RHS of equation (6) are all unity, and equation (6) reduces to a maximum 

propagation rate 

 

κρ /max ss gqP =         (9) 

 

The maximum headwall-propagation rate predicted by equation (9) can now be 

compared with the average propagation rate found for Waipi‘o and Honokāne Valleys 

(i.e. valleys 2 and 3) of ~ 55 mm/yr to see if the model yields a reasonable prediction. 

Unfortunately, there is much uncertainty in determining both the average 

sediment flux passing over the waterfall sq  and the erosion parameter κ .  If the valley 

dimensions upstream of the headwalls were known, than the average sediment flux over 

a waterfall could be estimated by neglecting dissolution and erosion of interfluves and 

assuming that all valley erosion upstream of an amphitheater head produced sediment 

that was transported over the waterfall, i.e.    
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tLAwq vvs ∆= /        (10) 

 

where vA  is the average cross-sectional area of a valley upstream of a headwall, vL  is 

the cumulative valley length upstream of the headwall (averaged in time), t∆  is the 

change in time over which valley incision occurred, and w  is the width of the channel 

at the waterfall.  It is not possible to quantify the valley dimensions upstream of the 

Kohala amphitheater headwalls because the valleys have been erased as the headwalls 

have propagated upstream, effectively reducing vL  in time.  For valleys 2 and 3, we 

estimate vL  now to be approximately 4 km and at the time of the Pololū Slump to have 

been on the order of 20 km from Figure 6, assuming no contribution from tributaries.  

These end-member values are used to calculate an average or effective vL  of ~ 8 km 

(i.e. (20 km – 4 km)/2).  To make an order-of-magnitude estimate of sediment flux, we 

assume a valley cross-sectional area (averaged in space and time) to be triangular with a 

width of ~300 m and a depth of ~100 m, yielding vA  = 15000 m2.  These dimensions 

seem reasonable based on a rough survey of some of the larger hanging valleys.  We set 

t∆  to be the approximate age of the Pololū Slump (i.e. t∆  = 250 ka), estimate the 

stream channel width w = 5 m, and calculate sq  = 96 m2/yr from equation (10). While 

these estimates are rough, they are unlikely to be off by more than a factor of two or 

three.  There is significantly more uncertainty in the estimate of κ .   

Sklar and Dietrich (2004) define Yk T 2/2σκ = , where Tσ  is the rock tensile 

strength, Y is Young’s Modulus of elasticity (~ 105 MPa (Selby, 1993)), and k is an 
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empirical non-dimensional constant ( 610≈k  based on laboratory experiments of Sklar 

and Dietrich (2001), which, to our knowledge, has not yet been tested at field scale).  

Tσ  varies from about 1 – 20 MPa for most rock types (Selby, 1993).  At the laboratory 

scale, intact basalt might have a tensile strength around 10 MPa, although weathering 

and fracturing in the field could lower this estimate by an order of magnitude or more.   

Given this uncertainty, we solve equations (9) and (10) for the values specified 

above, and 2800=sρ  kg/m3, for a range in rock tensile strengths.  The result of this 

calculation yields maxP  = 5.3 - 530 mm/yr for Tσ  = 1 – 10 MPa.  These values bracket 

the inferred average propagation rate of ~ 55 mm/yr for valleys 2 and 3.  While there is 

much uncertainty in this calculation, it is encouraging that the model yields feasible 

headwall propagation rates that compare well with observed rates, despite the fact that 

mass wasting, plucking, and erosion from churning of sediment within a plunge have 

been neglected.   

 

3.8. Thresholds for Headwall Propagation 

We hypothesized in the Conceptual Model section that some valleys have 

remained hanging at the Kohala sea cliffs because they have had insufficient water or 

sediment discharge to cause headwall propagation.  Here we elaborate on possible 

mechanisms that might explain the possible drainage area threshold for headwall 

propagation of 5-8 km2.  First is the formation of plunge pools.  If m = 0, then headwall 

propagation will not occur.  It is difficult to assess this possibility given our ignorance 

of the step-formation process.  Nonetheless, it seems reasonable that the hanging valleys 
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might experience insufficient discharge of water or sediment to initiate and renew 

plunge pools.  A second possible threshold is through the sediment capacity term qt.  If 

the waterfall is unable to transport the supplied sediment out of the plunge pools and 

away from the valley head, then deposition will occur and erosion will cease (i.e. qs > qt 

in equation (6)).  Thus, it is possible that the hanging valleys have not had sufficient 

discharge to evacuate the sediment delivered by mass failures or from upstream.     

  The third possible threshold is through the sediment flux term qs.  The 

sediment flux at a waterfall during a particular flow event depends not only on the 

production rate of sediment (as discussed above), but also on the ability of the flow 

upslope of the waterfall to mobilize that sediment.  Sediment mobility is typically 

expressed through a non-dimensional Shields number (e.g. Buffington and 

Montgomery, 1997).  For coarse grains of similar density, the median particle size that 

can be transported depends linearly on the flow depth and the bed slope.  Given the 

similar slopes of the Kohala valleys upslope of the knickpoints, it is possible that the 

hanging valleys have remained hanging because they have had insufficient discharge or 

flow depth to mobilize the coarse sediment found on their beds, effectively setting qs = 

0 in equation (6).  Unfortunately, we do not yet have exposure ages or sediment 

transport data to test whether sediment is immobile in the Kohala hanging valleys.  The 

possibility of relatively immobile sediment in the hanging valleys, however, seems 

reasonable.  For example, Seidl et al. (1994; 1997) showed that large boulders that line 

streams on Kaua‘i (of similar slope and lithology as the Kohala valleys) have been 

immobile for as long as 180 ka based on cosmogenic exposure dating.   



 112 

If sediment is presently immobile in the hanging valleys, this must not have 

always been the case.  The hanging valleys are topographic depressions and were at one 

time carved by flows capable of transporting sediment.  How did such flows carve the 

valleys without causing headward retreat at the knickpoint?  It is possible that fluvial 

erosion in the hanging valleys only occurs as boulders and bedrock in the channels 

weather to small transportable pieces that do not cause appreciable plunge pool erosion 

because of small impact velocities due to drag (cf. equation (7)) or viscous damping 

(e.g. Schmeeckle et al., 2001).  Another possibility is that the hanging valleys were 

carved before knickpoints were imposed on the streams by the Pololū Slump.  Before 

the slump occurred, the hanging valleys would have had greater discharges because of 

higher precipitation rates (because the volcano was an additional 1000 m above sea 

level) and larger drainage areas (because there might not have been fault-induced 

drainage divides near the Kohala summit). 

Lastly, it is possible that knickpoint propagation has occurred for the hanging 

valleys, but that it has not kept pace with coastal cliff retreat from wave erosion. Wave 

erosion is an active process as evidenced by sea stacks and 20 – 50 m sea cliffs along 

the entire northeast shoreline of Hawai‘i.  Dividing the sea cliff relief (20 – 50 m) by the 

regional volcano slope (~ 0.1) indicates at least 200 - 500 m of horizontal sea cliff 

retreat.  This retreat distance is a minimum because some portion of the sea cliffs might 

now be submerged due to island subsidence.  Valleys will therefore remain hanging at 

the coast if headwall retreat rates are less than ~ 500 m / 250 ka, or ~ 2 mm/yr.  A 

similar mechanism was proposed for the difference between hanging and amphitheater-

headed valleys on the coast of New Zealand (Pillans, 1985). 
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 3.9. Other Hawaiian Valleys 

Large submarine landslides are found offshore of Kaua‘i, O‘ahu, Moloka‘i, 

Maui, and Hawai‘i, and when they occur on the windward wet sides of the islands, are 

often associated spatially with amphitheater-headed valleys (Moore et al., 1989; Moore 

and Clague, 1992).  Clague and Moore (2002) suggested that this might be a 

coincidence as both landslides and deep valleys likely require high precipitation rates.  

Landslides might be triggered by groundwater-induced pressurization caused by magma 

intrusion or phreatomagmatic eruptions (Clague and Moore, 2002) and amphitheater-

headed valleys are generally found in areas where annual precipitation exceeds 2.5 m 

(Scott and Street, 1976).  Moore et al. (1989), however, suggested that the 

amphitheater-headed valleys might be genetically linked to the landslides, as the 

landslides could have caused “oversteepening” or removed vegetation. Like our 

interpretation for Kohala, Seidl et al. (1994) argued that valleys on the Na Pali coast of 

Kaua‘i were carved by upstream-migrating landslide-induced knickpoints.   

Amphitheater-headed valleys on the north coast of Moloka‘i, most notably 

Pelekunu and Wailau Valleys (Stearns, 1985), were interpreted by Kochel and Piper 

(1986) to have resulted from seepage erosion.  Like Kohala, these valleys have incised 

through large sea cliffs that have ~ 1000 m of relief in the region of the valleys and 

taper to less than ~ 100 m to the east and west (Clague and Moore, 2002).  Directly off 

the north shore of Moloka‘i is the huge Wailau Landslide (Moore et al., 1989).  Similar 

to Kohala, the origin of the sea cliffs were originally attributed to wave backcutting 

(Wentworth, 1927; Macdonald et al., 1983), but were later interpreted to be the 

headwall of the Wailau Landslide when bathymetric surveys revealed the slide (Moore 
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et al., 1989; Satake and Smith, 2000).  More recently, Clague and Moore (2002) have 

suggested, based on comparison with a similar feature on Kilauea Volcano, that the sea 

cliffs are a result of normal or listric faulting independent of the landslide.  

On Moloka‘i and the other Hawaiian Islands, the spatial correlation between 

landslides, sea cliffs and amphitheater-headed valleys are generally not as clear as on 

Kohala, making interpretations more difficult.  This might be because the other islands 

are older and have experienced a more complicated relative sea-level history (e.g. 

Dickenson, 2001).  Erosion of some amphitheater-headed valleys has progressed to the 

point that they have coalesced, making it difficult to distinguish where valleys once 

were  (e.g. on Kaua‘i (Stearns, 1985)).  It does seem plausible, however, that large sea 

cliffs were formed by giant mass failures at least on Moloka‘i and Kohala.  Even if the 

sea cliffs on these islands were created by faulting unrelated to mass failures, the spatial 

correlation between amphitheater-headed valleys and large sea cliffs on the windward, 

wet sides of many of the Hawaiian Islands suggests a causal relationship consistent with 

the knickpoint-retreat model presented herein.   

 

3.10. Conclusions  

 The Kohala amphitheater-headed valleys have steep, stubby headwalls that are 

dominated by waterfall plunge pools.  These headwalls appear to be at odds with classic 

models of waterfall retreat because plunge pools do not coincide with significant 

changes in bedrock strength and headwalls are not significantly undercut.  Instead, the 

falling water and sediment appears to be vertically drilling into the headwall in a series 

of steps that interrupt the cascading falls.   Springs do exist in the Kohala valleys, as one 
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would expect in any deeply incised canyon that intersects water tables.  We, however, 

have not observed weathered rock or overhangs associated with springs.  Peak annual 

surface flows exceed spring discharges by nearly two orders of magnitude and are likely 

necessary to excavate collapsed talus.  The amphitheater-headed valleys have 

approximately uniform valley-wall slopes and are V-shaped in cross-section in their 

upstream portions, but flat floored near the valley mouths.  The valleys occur directly 

upslope of anomalously high sea cliffs, which in turn are upslope from the Pololū 

Sump.  Faults located near the volcano summit cause lateral (cross-slope) surface flow 

of high elevation (orographically enhanced) precipitation to the amphitheater-headed 

valleys at the expense of smaller valleys that remain hanging at the sea cliffs.  

To explain these observations, we propose that the Kohala amphitheater-headed 

valleys formed by upstream propagation of huge knickpoints induced by the Pololū 

Slump.  Approximately 250 ka, the Pololū Slump created an immense headscarp that is 

recorded presently as the > 400 m sea cliffs that laterally bound the slump.  As 

dominant streams cascaded over the cliffs they developed waterfalls which, through 

plunge pool erosion and mass wasting, induced upstream propagation of knickpoints at 

rates up to 60 mm/yr, eventually forming deep amphitheater-headed valleys.  Upstream 

propagation of valley headwalls resulted in cross-cutting of drainage networks and 

stream piracy. Smaller streams did not develop into amphitheater-headed valleys 

because they had smaller discharges due to orographic precipitation, a radial drainage 

pattern, and fault-induced drainage divides near the summit of the volcano.  

Topographic analysis suggests a potential drainage area threshold of ~ 5-8 km2 between 

the arguably active amphitheater-headed valleys and the inactive amphitheater-headed, 
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intermediate, and hanging valleys.  Subsidence drowned the lower portions of the 

amphitheater-headed valleys resulting in alluviation, flat floors and U-shaped cross 

sections.    

We propose a simple expression to describe headwall retreat by vertical plunge-

pool erosion due to impacting sediment.  This model suggests that headwall propagation 

and plunge-pool erosion scale with drainage area through the sediment flux term, which 

is partially supported by our field observations and drainage area analysis.  The rate of 

headwall propagation is predicted to be dependent on the kinetic versus potential energy 

of sediment impacts, which is a function of sediment size, plunge-pool depth, and 

waterfall height.  Surprisingly, for large particles and small plunge pool depths, drag 

can be neglected and headwall propagation is not a function of sediment size, waterfall 

height or total headwall height.  Headwall propagation is only weakly dependent on the 

number of plunge pools and is independent of the surface area of the plunge pools. The 

derived expression is consistent with the notion of a threshold for headwall propagation 

through either the development of plunge pools, the sediment-transport competency of 

the streams feeding the plunge pools, or the sediment-transport capacity of plunge pools 

themselves.  The model does not include other potential thresholds such as a waterfall’s 

inability to pluck fractured rock from plunge pools or keep pace with coastal cliff 

retreat.  While the model is an oversimplification, it is encouraging that it yields feasible 

headwall propagation rates that compare favorably with those inferred.   

The interpretation that the Kohala valleys formed by waterfall processes is 

significant as it implies that amphitheater-form is not a diagnostic indicator of seepage 

erosion.  The process of knickpoint formation and retreat following large-scale 
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landsliding described for Kohala might also explain the origin of amphitheater-headed 

valleys on other Hawaiian Islands.  Moreover, amphitheater-headed valleys (e.g. on 

oceanic islands of Vanuatu, Tahiti and La Réunion (Karátson, et al., 1999)) and stepped 

waterfalls (e.g., Skógar River, Iceland; Cascade River, Minnesota, USA) are a relatively 

common occurrence on Earth, especially in basaltic landscapes.  Knickpoint retreat is 

thought to be one of the main mechanisms for valley incision (e.g. Whipple, 2004) and 

the process of vertical drilling proposed herein might be found relevant for landscape 

evolution outside of the Hawaiian Islands.  Mars in particular has abundant 

amphitheater-headed valleys, which should be reevaluated with attention to waterfall 

processes in addition to seepage erosion.   
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3.11. Appendix 1 – Particle Fall Velocity 

The acceleration of a falling particle can be calculated from the difference 

between the gravitational acceleration of the particle and deceleration due to drag  
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dw −=        (A1) 

 

where w is velocity in the vertical dimension, g is the acceleration due to gravity and  

1C  and 2C  are given by  
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where dC  is a drag coefficient, fρ  is the density of the fluid that the particle is falling 

through, sρ  is the particle density, A is the cross sectional area of the particle 

perpendicular to fall velocity, and V is the volume of the particle.  We are interested in 

the acceleration over a certain fall distance rather than over a certain fall time.  Equation 

(A1) can be written in terms of vertical distance z (positive downward) by 

substituting wdzdt /= , which yields  
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In order to solve equation (A4) analytically, we assume that 2C , and therefore dC , is a 

not a function of z.  In reality dC  should vary as particles accelerate and the particle 

Reynolds number increases.  Using a simple numerical integration, we found that 

accounting for a variable drag coefficient typically had less than a 10%-effect on 

settling velocity.  We, therefore, assume that dC  is a constant for a given particle size 

and solve the non-linear ordinary differential equation given by equation (A4) 

analytically as 
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3C  is a constant of integration that must be specified using a boundary condition. 

Neglecting the influence of the surrounding falling water, a particle falling down a 

waterfall will first fall through air for a distance h and then through water within the 

pool for a distance η before impacting the bedrock.  We first specify equation (A5) for 

the case of a particle falling through air.  We then use this solution as the boundary 

condition for a particle falling through water.  For the particle falling through air, we 

define aCC 11 =  and aCC 22 =  for the case when af ρρ =  in equations (A2) and (A3), 

where aρ  is the density of air.  Solving equation (A5) for 3C  and assuming that the 

vertical velocity of the particle at the top of the waterfall (z = 0) is zero, yields 
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aa CCC 213 /−= .  Thus, the velocity of a particle when it impacts the water in a plunge 

pool (z = h), denoted by wa, can be written following equation (A5) as 
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Now, we solve equation (A5) for the particle-bedrock impact velocity at the bottom of 

the plunge pool.  For the case of a particle falling through water, we define wCC 11 =  

and wCC 22 =  for the case when wf ρρ =  in equations (A2) and (A3), where wρ  is the 

density of water.  At the top of the pool of water (z = 0), the velocity of the particle is wa 

given by equation (A6).  This assumes that no energy is dissipated at the air-water 

interface.  Given this boundary condition, 3C  is found from equation (A5) to be  
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Combining equations (A5) and (A7) yields the impact velocity of a particle fw  after 

passing through a plunge pool of depth η 
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The final expression for impact velocity of a particle after falling over a waterfall of 

height h and through a plunge pool of depth η is found by combining equations (A6) 

and (A8),  
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3.12. Appendix 2  -  Notation 

A Cross-sectional area of a sediment particle (L2) 

Av Average cross-sectional area of a valley upstream of a headwall (L2) 

dC  Drag coefficient (dimensionless) 

d Surface area of a plunge pool per unit width (L) 

D Sediment diameter (L) 

E Vertical erosion rate (LT-1) 

g Acceleration of gravity (LT-2) 

h Average waterfall height for m+1 waterfalls in series at a headwall (L) 

k Empirical rock erodibility coefficient (dimensionless) 

Lv Average length of a valley upstream of a headwall (L) 

m number of plunge pools in series at a headwall (not including bottom of  

headwall) 

P Headwall propagation rate (LT-1) 

maxP  Estimate of maximum headwall propagation rate (LT-1) 

qs Volumetric sediment flux or supply per unit width (L2T-1) 

qt Volumetric sediment-transport capacity per unit width (L2T-1) 

t Time (T) 

V Volume of a sediment particle (L3) 

w  Vertical velocity of a falling particle (LT-1) 

fw  Impact velocity of a particle at the bedrock interface (LT-1) 

Y Young’s modulus of elasticity (ML-1T-2) 
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z Vertical coordinate (L)  

η  Plunge pool depth (L) 

κ  Rock erodibility parameter (ML-1T-2) 

sρ  Density of sediment (ML-3) 

fρ  Density of fluid (ML-3) 

wρ  Density of water (ML-3) 

aρ  Density of air (ML-3) 

Tσ  Rock tensile strength (ML-1T-2) 



 124 

3.13. References 

Bishop, P., Hoey, T. B., Jansen, J. D., and Artza, I. L., 2005, Knickpoint recession rate 
and catchment area: the case of uplifted rivers in Eastern Scotland: Earth 
Surface Processes and Landforms, v. 30, no. 6, p. 767-778. 

 
Bollaert, E., and Schleiss, A., 2003, Scour of rock due to the impact of plunging high 

velocity jets Part II: Experimental results of dynamic pressures at pool bottoms 
and in one- and two-dimensional closed end rock joints: Journal of Hydraulic 
Research, v. 41, no. 5, p. 465-480. 

 
Buffington, J. M., and Montgomery, D. R., 1997, A systematic study of eight decades 

of incipient motion studies, with special reference to gravel-bedded rivers: 
Water Resources Research, v. 33, no. 8, p. 1993-2029. 

 
Carr, M. H., and Clow, G. D., 1981, Martian channels and valleys - their characteristics, 

distribution, and age: Icarus, v. 48, no. 1, p. 91-117. 
 
Clague, D. A., and Moore, J. G., 2002, The proximal part of the giant submarine Wailau 

landslide, Molokai, Hawai‘i: Journal of Volcanology and Geothermal Research, 
v. 113, no. 1-2, p. 259-287. 

 
Clague, D. A., Reynolds, J. R., Maher, N., Hatcher, G., Danforth, W., and Gardner, J. 

V., 1998, High-resolution Simrad EM300 multibeam surveys near the Hawaiian 
islands: Canyons, reefs, and landslides: EOS, Transactions of the American 
Geophysical Union, v. 79, p. F826. 

 
Cotton, C. A., 1943, Oahu valley sculpture: a composite review: Geology Magazine, v. 

80, p. 237-243. 
 
Craddock, R. A., and Howard, A. D., 2002, The case for rainfall on a warm, wet early 

Mars: Journal of Geophysical Research-Planets, v. 107, no. E11. 
 
Crosby, B. T., and Whipple, K. X., in press, Knickpoint initiation and distribution 

within fluvial networks in the Waipaoa River, North Island, New Zealand: 
Geomorphology. 

 
Dalrymple, G. B., 1971, Potassium-Agron ages from Pololū volcanic series, Kohala 

Volcano, Hawai‘i: Geological Society of America Bulletin, v. 82, no. 7, p. 1997-
2000. 

 
Davis, W. M., 1928, The Coral Reef Problem, American Geographical Society Special 

Publication 9, 596 p. 
 



 125 

Dickenson, W. R., 2001, Paleoshoreline record of relative Holocene sea levels on 
Pacific islands: Earth Science Reviews, v. 55, p. 191-234. 

 
Dietrich, W. E., 1982, Settling velocity of natural particles: Water Resources Research, 

v. 18, no. 6, p. 1615-1626. 
 
Dietrich, W. E., and Dunne, T., 1993, The channel head, in Beven, K., and Kirkby, M. 

J., eds., Channel Network Hydrology, John Wiley & Sons, p. 175-219. 
 
Dunne, T., 1990, Hydrology, mechanics, and geomorphic implications of erosion by 

subsurface flow, in Higgins, C. G., and Coates, D. R., eds., Groundwater 
geomorphology; The role of subsurfacce water in Earth-surface processes and 
landforms: Boulder, Geological Society of America Special Paper. 

 
Gilbert, G. K., 1907, The rate of recession of Niagara Falls: U.S. Geological Survey 

Bulletin, v. 306, p. 1-31. 
 
Grant, J. A., 2000, Valley formation in Margaritifer Sinus, Mars, by precipitation-

recharged ground-water sapping: Geology, v. 28, no. 3, p. 223-226. 
 
Gulick, V. C., 2001, Origin of the valley networks on Mars: a hydrological perspective: 

Geomorphology, v. 37, no. 3-4, p. 241-268. 
 
Hayakawa, Y., and Matsukura, Y., 2003, Recession rates of waterfalls in Boso 

Peninsula, Japan, and a predictive equation: Earth Surface Processes and 
Landforms, v. 28, no. 6, p. 675-684. 

 
Higgins, C. G., 1984, Piping and sapping; development of landforms by groundwater 

flow, in LaFleur, R. G., ed., Groundwater as a geomorphic agent: Boston, Allen 
and Unwin, p. 18-58. 

 
Hinds, N. E. A., 1925, Amphitheater valley heads: Journal of Geology, v. 33, no. 816-

818. 
 
Hoke, G. D., Isacks, B. L., Jordan, T. E., and Yu, J. S., 2004, Groundwater-sapping 

origin for the giant quebradas of northern Chile: Geology, v. 32, no. 7, p. 605-
608. 

 
Holland, W. N., and Pickup, G., 1976, Flume study of knickpoint development in 

stratified sediment: Geological Society of America Bulletin, v. 87, no. 1, p. 76-
82. 

 
Hovius, N., Stark, C. P., Tutton, M. A., and Abbott, L. D., 1998, Landslide-driven 

drainage network evolution in a pre-steady-state mountain belt: Finisterre 
Mountains, Papua New Guinea: Geology, v. 26, no. 12, p. 1071-1074. 

 



 126 

Howard, A. D., 1995, Simulation modeling and statistical classification of escarpment 
planforms: Geomorphology, v. 12, p. 187-214. 

 
Howard, A. D., Dietrich, W. E., and Seidl, M. A., 1994, Modeling fluvial erosion on 

regional and continental scales: Journal of Geophysical Research-Solid Earth, v. 
99, p. 13971-13986. 

 
Howard, A. D., Kochel, R. C., and Holt, H., 1988, Sapping Features of the Colorado 

Plateau: A Comparitive Planetary Geology Field Guide, NASA Special 
Publication, 71-83 p. 

 
Howard, A. D., and McLane, C. F., 1988, Erosion of cohesionless sediment by 

groundwater seepage: Water Resources Research, v. 24, no. 10, p. 1659-1674. 
 
Jones, A. T., 1995, Geochronology of Drowned Hawaiian Coral-Reefs: Sedimentary 

Geology, v. 99, no. 3-4, p. 233-242. 
 
Karátson, D., Thouret, J.C., Moriya, I., and Lomoschitz, A., 1999, Erosion calderas: 

origins, processes, structural and climatic control: Bull. Volcanol., v. 61, [. 174-
193. 

 
Kochel, R. C., and Baker, V. R., 1990, Groundwater sapping and the geomorphic 

development of large Hawaiian valleys., in Higgins, C. G., and Coates, D. R., 
eds., Groundwater Geomorphology, The Role of Subsurface Water in Earth-
Surface Processes and Landforms: Boulder, Colorado, Geological Society of 
America Special Paper 252, p. 245-257. 

 
Kochel, R. C., and Piper, J. F., 1986, Morphology of large valleys on Hawai‘i - 

Evidence for groundwater sapping and comparisons with Martian valleys: 
Journal of Geophysical Research-Solid Earth and Planets, v. 91, no. B13, p. 
E175-E192. 

 
Laity, J. E., and Malin, M. C., 1985, Sapping processes and the development of theater-

headed valley networks on the Colorado Plateau: Geological Society of America 
Bulletin, v. 96, p. 203-217. 

 
Lamb, M. P., Howard, A. D., Johnson, J., Whipple, K. X., Dietrich, W. E., and Perron,  

J. T., 2006, Can springs cut canyons into rock?: Journal of Geophysical 
Research. V. 111, no. E07002, doi:10.101029/2005JE002663. 
 

Ludwig, K., Szabo, B., Moore, J., and Simmons, K., 1991, Crustal subsidence rates off 
Hawai‘i determined from 234U/238U ages of drowned coral reefs: Geology, v. 
19, p. 171-174. 

 
Macdonald, G. A., Abbott, A. T., and Peterson, F. L., 1983, Volcanoes in the Sea, the 

Geology of Hawai‘i: Honolulu, University of Hawai‘i Press, 517 p. 
 



 127 

Malin, M. C., and Carr, M. H., 1999, Groundwater formation of Martian valleys: 
Nature, v. 397, no. 6720, p. 589-591. 

 
McDougal, I., and Swanson, D. A., 1972, Potassium-Argon ages of lavas from Hawi 

and Pololū volcanic series, Kohala Volcano, Hawai‘i: Geological Society of 
America Bulletin, v. 83, no. 12, p. 3731-3737. 

 
McMurtry, G. M., Fryer, G. J., Tappin, D. R., Wilkinson, I. P., Williams, M., Fietzke, 

J., Garbe-Schoenberg, D., and Watts, P., 2004, Megatsunami deposits on Kohala 
Volcano, Hawai‘i, from flank, collapse of Mauna Loa: Geology, v. 32, no. 9, p. 
741-744. 

 
Moore, J. G., and Clague, D. A., 1992, Volcano growth and evolution of the island of 

Hawai‘i: Geological Society of America Bulletin, v. 104, no. 11, p. 1471-1484. 
 
Moore, J. G., Clague, D. A., Holcomb, R. T., Lipman, P. W., Normark, W. R., and 

Torresan, M. E., 1989, Prodigious submarine landslides on the Hawaiian ridge: 
Journal of Geophysical Research-Solid Earth and Planets, v. 94, no. B12, p. 
17465-17484. 

 
Moore, J. G., and Fornari, D. J., 1984, Drowned reefs as indicators of the rate of 

subsidence of the island of Hawai‘i: Journal of Geology, v. 92, p. 752-759. 
 
Moore, J. G., Normark, W. R., and Holcomb, R. T., 1994, Giant Hawaiian landslides: 

Annual Review or Earth and Planetary Science, v. 22, p. 119-144. 
 
Nash, D. J., 1996, Groundwater sapping and valley development in the Hackness hills, 

north Yorkshire, England: Earth Surface Processes and Landforms, v. 21, no. 9, 
p. 781-795. 

 
Philbric, S. S., 1974, What future for Niagara falls?: Geological Society of America 

Bulletin, v. 85, no. 1, p. 91-98. 
 
Pieri, D., 1976, Distribution of small channels on Martian surface: Icarus, v. 27, no. 1, 

p. 25-50. 
 
Pillans, B., 1985, Drainage initiation by subsurface flow in South Taranaki, New 

Zealand: Geology, v. 13, p. 262-265. 
 
Rosenblum, N. A., and Anderson, R. S., 1994, Hillslope and channel evolution in a 

marine terraced landscape, Santa Cruz, California: Journal of Geophysical 
Research, v. 99, no. 7, p. 14013-14029. 

 
Satake, K. and Smith, J.R., 2000, Tsunami modeling from Hawaiian submarine 

landslides. EOS, Trans. Am. Geophys. Union, 81, WP251. 
 



 128 

Schmeeckle, M. W., Nelson, J. M., Pitlick, J., and Bennett, J. P., 2001, Interparticle 
collision of natural sediment grains in water: Water Resources Research, v. 37, 
no. 9, p. 2377-2391. 

 
Schumm, S. A., Boyd, K. F., Wolff, C. G., and Spitz, W. J., 1995, A ground-water 

sapping landscape in the Florida Panhandle: Geomorphology, v. 12, no. 4, p. 
281-297. 

 
Scott, G. A. J., and Street, J. M., 1976, The role of chemical weathering in the formation 

of Hawaiian amphitheater-headed valleys: Zeit. Geomorph., v. 20, p. 171-189.   
 
Selby, 1993, Hillslope Materials and Processes, Oxford University Press, 451 p. 
 
Seidl, M. A., Dietrich, W. E., and Kirchner, J. W., 1994, Longitudinal profile 

development into bedrock: an analysis of Hawaiian channels: Journal of 
Geology, v. 102, p. 457–474. 

 
Seidl, M. A., Finkel, R. C., Caffee, M. W., Hudson, G. B., and Dietrich, W. E., 1997, 

Cosmogenic isotope analysis applied to river longitudinal profile evolution: 
problems and interpretations: Earth Surface Processes and Landforms, v. 22, p. 
195-209. 

 
Seidl, M. A., Weissel, J. K., and Pratson, L. F., 1996, The kinematics and pattern of 

escarpment retreat across the rifted continental margin of SE Australia: Basin 
Research, v. 8, no. 3, p. 301-316. 

 
Sklar, L. S., and Dietrich, W. E., 2001, Sediment and rock strength controls on river 

incision into bedrock: Geology, v. 29, no. 12, p. 1087-1090. 
 
Sklar, L. S., and Dietrich, W. E., 2004, A mechanistic model for river incision into 

bedrock by saltating bed load: Water Resources Research, v. 40, no. 6, p. Art. 
No. W06301. 

 
Sklar, L. S., and Dietrich, W. E., in press, The role of sediment in controlling steady-

state bedrock channel slope: implications of the saltation-abrasion incision 
model: Geomorphology. 

 
Smith, J. R., Satake, K., Morgan, J. K., and Lipman, P. W., 2002, Submarine landslides 

and volcanic features on Kohala and Mauna Kea Volcanoes and the Hana Ridge, 
Hawai‘i, Hawaiian Volcanoes:  Deep Underwater Perspectives, Geophysical 
Monograph 128, American Geophysical Union, p. 11-28. 

 
Squyres, S. W., 1989, Urey Prize Lecture - Water on Mars: Icarus, v. 79, no. 2, p. 229-

288. 
 



 129 

Stearns, H. T., 1985, Geology of the State of Hawai‘i: Palo Alto, California, Pacific 
Books, 266 p. 

 
Stearns, H. T., and Macdonald, G. A., 1946, Geology and ground-water resources of the 

island of Hawai‘i, Hawai‘i Division of Hydrography Bulletin: Honolulu, 
Advertiser Publishing Co., 430 p. 

 
Stearns, H. T., and Vaksvik, K. N., 1935, Geology and ground-water resources of the 

island of Oahu, Hawai‘i, Hawai‘i Division of Hydrography Bulletin: Wailuku, 
Maui Publishing Company, 536 p. 

 
Szabo, B., and Moore, J. G., 1986, Age of -360 m reef terrace, Hawai‘i, and the rate of 

late Pleistocene subsidence of the island: Geology, v. 14, p. 967-968. 
 
Uchupi, E., and Oldale, R. N., 1994, Spring sapping origin of the enigmatic relict 

valleys of Cape-Cod and Marthas-Vineyard and Nantucket Islands, 
Massachusetts: Geomorphology, v. 9, no. 2, p. 83-95. 

 
Weissel, J. K., and Seidl, M. A., 1997, Influence of rock strength properties on 

escarpment retreat across passive continental margins: Geology, v. 25, no. 7, p. 
631-634. 

 
Wentworth, C. K., 1928, Principles of stream erosion in Hawai‘i: Journal of Geology, v. 

36, p. 385-410. 
 
Wentworth, C. K., 1943, Soil avalanches on Oahu, Hawai‘i: Geological Society of 

America Bulletin, v. 54, p. 53-64. 
 
Whipple, K. X., 2004, Bedrock rivers and the geomorphology of active orogens: Annu. 

Rev. Earth Planet. Sci., v. 32, p. 151-185. 
 
Whipple, K. X., Hancock, G. S., and Anderson, R. S., 2000, River incision into 

bedrock: Mechanics and relative efficacy of plucking, abrasion, and cavitation: 
Geological Society of America Bulletin, v. 112, no. 3, p. 490-503. 

 
Whipple, K. X., and Tucker, G. E., 1999, Dynamics of the stream-power river incision 

model: Implications for height limits of mountain ranges, landscape response 
timescales, and research needs: Journal of Geophysical Research-Solid Earth, v. 
104, no. B8, p. 17661-17674. 

 
White, S. F., 1949, Process of erosion on steep slopes of Oahu, Hawai‘i: American 

Journal of Science, v. 247, p. 168-186. 
 
Wolfe, E. W., and Morris, J., 1996, Geologic map of the island of Hawai‘i: U. S. 

Geological Survey Geologic Investigations Series, Map I-2534-A. 
 



 130 

Yoshida, M., and Ikeda, H., 1999, The origin of the Ryumon Falls in Karasuyama 
Town, Tochigi Prefecture: Bulletin of the Environmental Research Center, the 
University of Tsukuba, v. 24, p. 73-79. 

 
Young, R., 1985, Waterfalls: form and process: Zeit. Geomorph., v. NF Suppl Bd 55, p. 

81-95.   
 



 131 

 

Chapter 4 

Formation of Box Canyon, Idaho, by 
Megaflood: Implications for Seepage 
Erosion on Earth and Mars 
 
 
 
4.1.  Introduction 

A central thrust in geomorphology and planetary science is to link diagnostic landscape 

morphologies to formation processes.  A prominent example is the formation of 

amphitheater-headed canyons, in which the stubby appearance of valley heads,  steep 

headwalls, and little landscape dissection upstream have long been interpreted to result 

from seepage erosion (i.e., groundwater sapping) on Earth (1-4), Mars (5, 6) and now 

Titan (7).  Theory (8), experiments (9), and field studies (10) have validated this 

hypothesis in unconsolidated sand, showing that valley heads are undermined and 

propagate upstream from seepage-induced erosion.  This means that valleys can grow 

without precipitation-fed overland flow, which has profound implications for landscape 

evolution on Earth, and the hydrologic cycle and habitability of Mars. 

Despite widespread acceptance of the seepage-erosion hypothesis, and its 

validation in sand, we lack an unambiguous example of amphitheater-headed canyon 
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formation by seepage erosion in bedrock, owing to overlapping features generated by 

rainfall runoff for most sites on Earth (11).  Even the amphitheater-headed valleys of 

the Colorado Plateau and Hawai‘i, which are most often cited as classic examples of 

groundwater sapping in bedrock (2, 3), have been questioned due to evidence for 

flashfloods and plunge-pool erosion (11-13).  To better evaluate the seepage-erosion 

hypothesis, we set out to study the erosion and transport processes within a bedrock 

canyon, Box Canyon, Idaho U.S.A, that exhibits all of the morphologic and hydrologic 

traits attributed to seepage erosion  (i.e., steep amphitheater-shaped headwall, lack of 

landscape dissection and runoff contribution upstream, and contains the 11th largest 

spring in the U.S.), without the overlapping indicators of rainfall runoff that have made 

other sites controversial (Fig. 1A).  Moreover, Box Canyon exhibits remarkable 

similarity in morphology and potentially lithology (i.e., basalt) with many Martian 

canyons (Fig. 1B) that have been attributed to seepage-erosion (5, 6). 

 

4.2.  Box Canyon   

Box Canyon is located within the Snake River Plain, a broad and relatively flat 

basin in southern Idaho filled by volcanic flows that erupted ca. 15 Ma to 2 ka and 

sediments (14).  Several tributaries of the Snake River Canyon appear as stubby valleys 

that end abruptly in amphitheater heads, including Malade Gorge, Blind Canyon and 

Box Canyon (Fig. 2), all of which have been attributed to seepage erosion (1, 4). Box 

Canyon is cut into the Sand Springs Basalt (also named the Basalt of Rocky Butte (15)) 

with an Ar-Ar eruption age of 95  + 10 ka (16) and U-Th/He eruption ages that range 

from 86 +  
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Figure 1.  A)  Shaded relief map of Box Canyon, Idaho.  Airborne Laser Detection and 
Ranging (LiDAR) data was collected by the National Center for Airborne Laser 
Mapping.  The data have been filtered to remove vegetation that exists along the creek 
banks.  UTM zone 11 projection, NAD83 datum, 1-m resolution.  B) THEMIS (32) 
infrared daytime image of Mamers Vallis, Mars. Image V19470014, 19 m resolution. 
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Figure 2. Topographic map of the eastern Snake River Plain, the location of which is 
shown on the inset map of Idaho, USA. The drainage areas feeding Box Canyon (228 
km2) and Blind Canyon (4713 km2) are outlined following the path of steepest decent.  
The yellow shaded regions mark the locations of volcanism younger than ca. 50 ka (15).  
The asterisk (*) illustrates a location where a dam of the Snake River Canyon could 
cause overflow into the Box and Blind Canyon drainage areas, although no lava dams 
have been discovered there.  The thin black lines are 100-m topographic contours.  
Topographic data is from the U.S. Geological Survey.  UTM zone 11 projection, 
NAD83 datum, 25-m resolution. 
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12 ka to 130 + 12 ka (17), and this flow was inferred to fill an ancestral canyon of the 

Snake River (18).  

The permeable lava flows of the Snake River Plain form an extensive aquifer 

with recharge entering in the east (e.g., Big Lost River sinks, Fig. 2) and flowing 

westward.  Large springs emanate from the east wall of the Snake River Canyon 

between Box Canyon and Malade Gorge, where the river jogs north – perpendicular to 

the regional topographic slope and the groundwater-flow direction.   These springs 

constitute a cumulative discharge of ~ 170 m3/s, and one of the largest (~ 10 m3/s) 

emanates from the head of Box Canyon creating Box Canyon Creek (19).   

Box Canyon is sinuous (Fig. 3A), and the longitudinal profile is approximately 

2.68 km in length with an average channel-bed slope of 2.18% (Fig. 3B).  The canyon is 

~ 35-m deep and 120-m wide at its head, and about twice as deep and wide at its mouth.  

The columnar basalt walls of the canyon have collapsed creating steep (~ 20o - 35o) 

talus slopes that often abut Box Canyon creek.  Talus accumulation lessens upstream 

and is absent at the canyon head (Fig. 4A).  Several terrace-like platforms are elevated 2 

to 7 m above the current stream level, and separate the steep talus slopes from the creek 

(Fig. 3).  These contain large boulders (> 1 m) and some appear imbricated in the 

downstream direction indicating past fluvial transport.   

 

4.3.  Seepage or Megaflood? 

Stearns (4) postulated that Box Canyon was formed by rock dissolution from 

seepage, and that the lack of talus at the head of the canyon is evidence of continued 

dissolution. We have found, however, that bedrock composing the headwall and 
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surrounding talus are blocky and hard, and show no visual evidence for enhanced 

weathering.  Indeed, water samples taken from Box Canyon creek and neighboring 

wells indicate silica concentrations ranging from 32-35 mg/L, which bracket the 

saturation value (20), suggesting that the groundwater is in equilibrium with the basaltic 

aquifer and significant dissolution is not occurring at Box Canyon spring. 

Despite no modern overland flow contribution to Box Canyon creek, three 

features at the canyon head indicate overflow of water into the canyon in the past.  First, 

three concentric semicircles of boulders within the canyon head appear to be waterfall 

plunge pools with ~ 2 m of relief (Fig. 4A).  Second, a small notch (~ 300 m3) in the 

center of the headwall rim (Fig. 4A) has linear flute-like abrasion marks, millimeters in 

width and several centimeters long, that follow the local curvature of the notch 

indicating past overspill.  The scours appear as divots on the inferred upstream end that 

gradually fan outward and diminish in relief downstream (Fig. 4B).  Third, this scoured 

rock extends ~ 1 km upstream of the canyon head and delineates flow towards the 

canyon (Fig. 3).  Unfortunately, the scoured path cannot be followed further upstream 

due to loess deposition, which commenced ca. 40 ka and ceased ca. 10 ka, i.e., 

coincident with the Pinedale glaciation (21).  

The basalt in Box Canyon breaks down into large boulders (~ 1 m) that without 

dissolution must be transported downstream to allow canyon growth.  Despite the great 

discharge of the spring, no measurable amount of sediment is currently transported.  A 

minimum estimate of flow needed to carve the canyon can be found by calculating the 

discharge necessary to initiate sediment transport on the creek bed.  Channel cross 

sections, longitudinal channel-bed profiles, and grain-size distributions ( 84D  = 0.6 m,  
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Figure 3. A) High resolution topographic map of Box and Blind Canyons.  The yellow 
shaded regions mark potential fluvial terraces, which range from 2-7 m above current 
stream level.  Detailed measurements of flow depth, water surface slope, bed slope, 
channel width, and bed particle size were made within the region marked measurement 
reach (24).  Discharge calculations were made using cross-sectional areas measured at 
XS1 and XS2.  Mapped scours on bedrock (e.g., Fig. 4B) are shown as green arrows. 
The white circles are sample locations used for dating.  The thin black lines are 10-m 
topographic contours.  The blue line is the calculated path of steepest descent, but does 
not indicate modern-day flow paths since no flow on record has spilled over the canyon 
headwall. See Fig. 1 for data source and projection. B) Longitudinal profile of Box 
Canyon extracted from the LiDAR data (Fig. 3A) following the path of steepest 
descent.  Major breaks in slope correspond to the canyon headwall, waterfall, and a 
disturbed region near the canyon mouth due to an aqueduct.   
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Figure 4.  A) Photograph of the head of Box Canyon.  The three concentric circles that 
lack boulders are interpreted to be plunge pools.  The headwall relief is ~ 35 m.  B)  
Photograph of scours within the notch of the Box Canyon headwall.  The pencil for 
scale is ~ 14 cm and points in the inferred flow direction. 
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50D  = 0.29 m, and 16D  = 0.13 m) were measured at a relatively straight 125-m reach 

within the canyon (Fig. 3A).  A critical Shields stress formula for incipient motion (26) 

combined with our measured channel cross section (XS2, Fig. 3A), average bed slope (S 

= 1.85%, Fig. 3B), and a flow resistance equation (23) yields a flow discharge of Q > 

220 m3/s (corresponding to an average flow depth of h > 1.7 m) that is necessary to 

move the sediment bed and continue canyon erosion (20). This is a factor of 22 larger 

than the modern spring discharge (Q ~ 10 m3/s) and is consistent with our observations 

that no sediment is presently moving within the canyon.   

The scoured rock upstream of the canyon head occurs within a broad channel-

like depression ~250-m wide and 3-m deep (XS1, Fig. 3A). The scours extend over the 

southern bank of XS1 indicating that flow was deeper than and only partially bounded 

by this channel.  A discharge estimate can be made for the flood event that spilled over 

the canyon rim by assuming the flow was contained within this channel.  Using the 

measured cross-sectional area at the threshold of overspill of XS1 (475 m2), the regional 

bedrock slope parallel to scour marks (S = 0.74%), a flow resistance formula (23), and a 

wide range in bed roughness-length scales 11.0 ≤≤ sk  m (since this is the least 

constrained parameter), we calculate a minimum flow discharge ranging from 800 – 

2800 m3/s (20), which would have filled the canyon to a depth of 3.7 – 5.8 m within our 

measurement reach, and (unlike seepage) would have exceeded the competency 

threshold to transport the bouldery bed.  These estimated discharges are large, but are 

still smaller than the peak discharge of other catastrophic floods in the region (e.g., 

Bonneville flood, 106 m3/s (24); Big Lost River Flood: 60,000 m3/s (25)).   
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We do not yet have mechanistic theories for the rate of headwall retreat in 

bedrock during large-scale flooding.  The verticality of the headwall suggests that it 

migrated upstream as a knickpoint, and the vertical joints inherent to flood basalt 

probably promoted toppling of basalt columns.  The lack of gravel upstream of the 

canyon head also limited abrasion of the canyon rim.  If sediment transport was the rate 

limiting step for canyon erosion, a duration of flow needed to carve the canyon can be 

estimated by dividing the total volume of the canyon (~ 1.53 x 107 m3) by a volumetric 

transport rate of sediment (26) for our estimates of flood discharge (i.e., 800 – 2800 

m3/s).  This suggests that flow was sustained for 35 - 160 days to transport the required 

load out of the canyon (20), which is similar to the duration of the Bonneville flood 

(~100 days, (24)).  Excavation of Box Canyon could have taken less time, however, 

since the flood was only partially contained within the channel at XS1.    

Four samples, distributed in the streamwise direction within the canyon (Fig. 3), 

were chosen for 3He cosmogenic exposure age dating to further constrain the duration 

of canyon formation.  Scoured bedrock exposed at the canyon-head rim was sampled 

(location 4), and the remaining three samples were taken from boulders due to poor 

bedrock exposure elsewhere.  Large boulders that appeared separated from the active 

talus slopes were selected since they are most likely to have been stable since canyon 

formation.  Active talus production from canyon walls, as well as weathering, 

constrains boulder surfaces to be minimum bounds for the age of canyon formation.  

Of the boulders sampled, only location 2 was on a terrace among other large 

imbricated boulders indicating past fluvial transport (Fig. 3).  This sample yielded an 

exposure age of 48 + 3 ka (1-sigma error) and the other two boulders were nearly half 
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as old (location 1: 21 + 1 ka; location 3: 19 + 3 ka) (17, 20).  The scoured notch 

(location 4) yielded the same age as the imbricated boulder at location 2: 45 + 5 ka.   

Another constraint on the age of canyon formation comes from a ~ 20-cm thick, 

finely laminated bed containing clay, silt and sand, that is exposed in a small road-cut 

within the talus slope (location 5, Fig. 3).  Two shells found within the layer yielded 14C 

radiocarbon ages of 22.4 + 1 ka (20), which is equivalent to ca. 26 ka calibrated age 

(27).   

Together, these observations, hydraulic calculations and dates eliminate the 

seepage-erosion hypothesis for the formation of Box Canyon.  Here, seepage is not 

significantly enhancing weathering of the headwall, and contemporary seepage flow is 

deficient by a factor of ~22 to evacuate sediment from the canyon.  Moreover, erosion 

of the canyon headwall ceased ca. 45 ka owing to age of the scoured bedrock notch.  

The observations of scoured bedrock and plunge pools point towards a flood or floods 

competent to transport boulders and carve the canyon in weeks or months – illustrating 

the power of rare, catastrophic events in shaping the landscape.  This hypothesis is 

supported by the similarity in surface exposure ages of the terrace-bound boulder at 

location 2 and the scoured notch. We interpret the younger boulders to have rolled to 

the canyon floor after the canyon was formed, which is consistent with the shell deposit 

sandwiched between several meters of talus, indicating canyon formation occurred well 

before 22 ka, and wall collapse has been active since.  While a single flood event is the 

simplest interpretation, it is not possible to rule out multiple events occurring after 86 + 

12 ka (the eruption age of the basalt: (17)) with the last resetting the exposure ages ca. 

45 ka.  
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4.4.  Flood Source 

The regional geology and topography, as well as our dates and hydraulic 

calculations place constraint on the origin of the paleoflood(s).  Our dating results 

indicate that the canyon is much older than the Bonneville flood that occurred within 

the Snake River Canyon ca. 14.5 ka.  Given the drainage area of Box Canyon (228 km2) 

and Blind Canyon (4713 km2) (Fig. 2), and our flood duration and discharge estimates, 

a sufficient meteorological flood would require more than 1.7 m of runoff lasting for 

several weeks or longer, which is highly unlikely as modern annual precipitation 

averages only 0.22 m over the eastern Snake River Plain, infiltration is extremely high, 

and conditions were likely dryer ca. 45 ka (28).  Another possibility is that the Snake 

River was dammed by volcanism upstream of Box Canyon, causing overflow into the 

Box-Canyon drainage area.  Modern peak flows on the Snake River near Box Canyon 

are as high as 1300 m3/s (19), which is similar to our estimated range of flood 

discharges.  The Snake River Canyon and the Box and Blind drainages are separated 

topographically, however, except for one location (marked with an asterisk on Fig. 2) 

and no volcanic dams with an age of ca. 45 ka have been discovered there. 

The remaining flood sources include 1) the Little and Big Wood River drainage 

basins to the north, or 2) the Big Lost River drainage basin to the northeast (Fig. 2).  

Although the largest recorded modern discharges (Wood Rivers = 250 m3/s; Big Lost 

River = 120 m3/s (23)) are smaller than our estimate of the Box Canyon flood, both of 

these drainages have produced large magnitude paleofloods that cut canyons in 

Quaternary basalt, scoured bedrock, and transported large (~ 1 m) boulders (i.e., Malade 

Gorge, (15); Big-Lost-River flood, (25)).  For example, the paleo-megaflood of the Big 
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Lost River, which occurred sometime between ca. 19 ka and 95 ka (29), was probably 

an outburst from Pleistocene Glacial-Lake East Fork and had a peak flow of 60,000 

m3/s (25) – more than 20 times our estimated discharge at Box Canyon.  Such an event 

would have easily surpassed drainage divides since the volcanic plain separating Box 

Canyon from the Wood and Lost River drainages is relatively flat (Fig. 1). Moreover, 

the divides themselves have shifted since the formation of Box Canyon due to 

volcanism that postdates the Box-Canyon flood (Fig. 2).   

 

4.5.  Conclusions 

Our analysis of Box Canyon forces us to abandon the seepage-erosion 

hypothesis for formation of amphitheater-headed canyons.  Instead, we propose that 

such amphitheater morphology might be expected in basaltic plains where vertical 

fractures in basalt promote a steep face, and where catastrophic flooding is competent to 

topple basalt columns and transport boulders.  Thus, Box Canyon and other 

amphitheater-headed canyons produced by catastrophic outburst floods in volcanic 

terrains (e.g., Dry Falls, Washington State, U.S.A. (30); Asbyrgi Canyon, Iceland (31)) 

might be better analogs of Martian canyons than seepage channels in sand.  Deciphering 

the history of the Martian surface, however, will require higher resolution imagery at 

canyon heads, as scour marks and even boulder sizes at Box Canyon are small relative 

to the resolution of contemporary Martian orbiter cameras (e.g., Mars Orbiter Camera, 

High Resolution Imaging Science Experiment). 
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4.6.  Appendix 1 - Methods 

Discharge at incipient motion 

We estimated the flow needed to carve Box Canyon from the dimensionless 

bed-shear stress or Shields stress at incipient sediment motion c*τ : 

 

50
* )( gDs

b
c ρρ

ττ
−

=        (1) 

 

where bτ  is the bed shear-stress, sρ  and ρ  are the densities of sediment and fluid, 

respectively, g  is the acceleration due to gravity, and 50D  is the median grain diameter 

(S1, S2).  We assume steady and uniform flow, i.e. gRSb ρτ = , where R is the hydraulic 

radius and S is the water-surface slope.   

 To evaluate equation (1), we made measurements within a 125-m reach (Fig. 

S1A) along the canyon floor (marked “Measurement Reach” in Fig. 3), which was 

chosen because it was relatively straight in planform and wadeable.  The bed is 

bouldery throughout the canyon and is probably best described as plane-bed 

morphology (S3), although there are local clusters of boulders and pools.  The grain size 

distribution was measured within this reach (Fig. S2) and the particle-size statistics are 

84D  = 0.60 m, 50D  = 0.29 m, and 16D  = 0.13 m, where the subscripts denote the 

percentage of grains finer than.  We measured the intermediate axes of 100 grains by 

counting particles every 1 m along the channel and conducting four transects spaced 

~10 m apart (Fig. S1A).  Owing to the large size of particles, measurements were made  
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B
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C

 
 
Fig. S1.  (A)  Photograph of the measurement reach and cross section XS2 within Box 
Canyon (the stream is ~ 35 m wide for scale).  (B) Photograph of the boulder at location 
2 (Fig. 3) sampled for 4He cosmogenic exposure dating.  (C) Photograph of a sediment 
deposit exposed within the talus slope (location 5, Fig. 3) containing shell fragments 
that were used for 14C dating. 
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Fig. S2.  Cumulative frequency distribution of particle sizes along the stream bed of 
Box Canyon within the measurement reach. 
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Fig. S3. Longitudinal profile of Box Canyon calculated as the path of steepest descent 
from the 1-m resolution DEM.  Three linear, least-squares fits to the data, used to 
calculate channel-bed slope, are shown as dashed lines (displayed offset from the data) 
for P1: the entire length of the canyon (S = 2.18%), P2: a 900-m reach bounded by the 
waterfall and the canyon head (S = 1.85%), and P3: the measurement reach (S = 0.9%).  
The elevations of mapped terraces (Fig. 3) are shown in red.   
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in situ using a tape measure and snorkel gear.  A few grains were larger than 1 m across 

and these were counted twice in the distribution.  The particle sizes were binned 

following the phi scale.  

The longitudinal profile of the water surface was measured from 1-m resolution 

airborne Light Detection and Ranging (LiDAR) data collected by the National Center 

for Airborne Laser Mapping (Fig. S3).  The profile was extracted from a digital 

elevation model (DEM) following the path of steepest descent, and this profile was 

verified to be accurate by comparison with a field survey within the measurement reach 

conducted with a self-leveling level and stadia rod.  During floods, bed irregularities 

will be drowned out and the water surface-slope will tend to be more uniform over a 

length scale of many times the channel width.  To account for this, we estimated the 

water-surface slope during flood as the average water-surface slope over a 900-m reach 

bounded by the waterfall downstream and the canyon headwall upstream (Profile P2, 

Fig. S3).  Using a linear least-squares fit, the slope was found to be S = 1.85%, and for 

this channel slope c*τ = 0.055 (S4).  Using these values, the necessary bed shear-stress 

to move the bouldery bed was calculated from equation (1) to be 290 N/m2 assuming 

)( ρρ −s = 1800 kg/m3 for basalt.   

From these calculations and measurements, the discharge needed to move 

sediment within the canyon can be calculated from the empirical formula of Bathurst 

(S5): 
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where U is the average flow velocity across a channel cross section, A is the cross 

sectional area of flow, h is the average flow depth, and ks is the roughness length scale 

of the bed.  a and b were found empirically from measurements in mountain streams to 

be a = 3.84 and b = 0.547 for S < 0.8%, and a = 3.1 and b = 0.93 for S > 0.8% (S5).   

Bathurst (S5) suggested 84Dks ≈ , although this likely depends on the site-

specific substrate (e.g., bed forms, particle-size distribution, particle angularity).  Others 

have shown that ks can be two or three times 84D  (e.g., S6).  Instead of assuming ks, we 

calculated it from equation (2) for conditions in Box Canyon creek using our surveyed 

cross section, water surface profile, and the USGS measured discharge (Q = 9.15 m3/s) 

from March 2004 (S7).  A cross section (XS2, Fig. 3) within the measurement reach 

was surveyed using a self leveling level and stadia rod (Fig. S4A).  At the time of the 

measurements, the maximum flow depth was 1.08 m and the average depth over the 

cross section was h = 0.58 m, which is equivalent to a hydraulic radius of R = 0.57 m.  

Within the measurement reach, the water surface slope at the time of our measurements 

was approximately uniform and equal to 0.9% (Profile P3, Fig. S3).  Inserting these 

values into equation (2) results in ks = 0.81 m, which is about one-third larger than our 

measured D84 within the reach.  In the following calculations we use ks = 0.81 m rather 

than D84 making our discharge estimates conservative.  

At incipient motion, the hydraulic radius was calculated from equation (1) to be 

R = 1.6 m.  Such a flow would fill the canyon at XS2 to an average depth of h = 1.7 m 

and a maximum depth of 2.5 m (Fig. S4A).  Using these values and S = 1.85%, equation  
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Fig. S4.  Cross sections of Box Canyon.  (A) XS2 (Fig. 3) along the stream bed 
showing the bed and water surface topography surveyed in the field, as well as the 
calculated depth for incipient motion. (B) XS1 (Fig. 3) extracted from the DEM 
showing the depth used to constrain the flood discharge. (C) XS2 extracted from the 
DEM showing a range in depths that correspond to the range in calculated flood 
discharges. 
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(2) was solved to find that a discharge Q > 220 m3/s is needed to begin to move the 

sediment bed and continue canyon erosion.  

 

Discharge of the flood event 

The scoured channel upstream of the canyon head was used to estimate the 

discharge of the flood event.  Aside from scour marks and a few plucked blocks along 

bedding planes, most of the bedrock surface within the channel is continuous with the 

neighboring land surface and appears to be the original volcanic surface.  This suggests 

that the broad channel was not created by the flood event, but rather was inherited 

topography that likely focused flow towards the canyon.   

A cross section (XS1, Fig. 3) was extracted from the LiDAR DEM (Fig. S4B), 

and at the threshold of overspill of the southern bank (which corresponds to a distance 

of ~ 25 m on Fig. S4B) was found have an area of 475 m2.  The water-surface slope 

during the flood was assumed to be similar to the regional bedrock slope in the direction 

parallel to the scour marks (S = 0.74%), which was also extracted from the DEM.  

These measurements were used, along with a spectrum of roughness-length scales 

( 11.0 ≤≤ sk  m) to solve equation (2), resulting in a flow discharge ranging from 800 to 

2800 m3/s.  Using the same parameters for the incipient-motion calculation above (i.e., 

S = 1.85% and ks = 0.81 m), we found that this flood event would have filled the canyon 

to a depth ranging from 3.7 m to 5.8 m within our measurement reach (Fig. S4C).   
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Time to excavate the canyon 

If sediment transport was the rate limiting step for canyon erosion, a duration of 

flow needed to carve the canyon can be estimated by dividing the total volume of the 

canyon (V) by a volumetric transport rate of sediment (sQ ).  The total volume of the 

canyon (V = 1.53 x 107 m3) was found using the DEM and differencing a surface 

interpolated from the topography surrounding the canyon and the topography of the 

canyon itself.  For our estimated range of flood discharge (i.e., 800 - 2800 m3/s) and the 

corresponding range in hydraulic radii (2.5 – 3.9 m), the volumetric transport rate was 

calculated as  

 

( )
2/3

*
50

2/13
507.5 








−= c

b
s gDr

rgDWQ τ
ρ
τ

    (3) 

 

where ( ) ρρρ /−= sr  =  1.8 and W is the average bed-width of flow (S8), which at 

XS2 was found to be 47 m and 56 m for the two discharge estimates (Fig. S4C).  This 

calculation (i.e., sQV / ) suggests that flow was sustained for 35 - 160 days to transport 

the required load out of the canyon.   

 

4He Cosmogenic exposure ages 

The original up-direction and, if present, original lava-flow surface of the 

sampled boulders (e.g., Fig. S1B) was identified by basalt density (extent of 

vesicularity) and vesicle orientation. Samples were taken at least 1-m below volcanic-

flow surfaces to avoid inherited exposure that resulted during hiatuses between basalt 
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eruptions.  In addition, the sample from the eroded notch was taken from ~2 m below 

the original flow surface as inferred by tracing bedding surfaces laterally. Helium 

exposure ages were measured on olivine separates from several kilograms of basalt 

taken from the upper 4 cm of the exposed surfaces. After extracting any magmatic 

helium from the olivine, cosmogenic 3He was released from the samples by heating in 

vacuo and measured. Exposure ages were then calculated using an average production 

rate scaled for latitude, altitude and surface slope. The correction for shielding from 

canyon walls was found to be less than 4% for all samples and was folded into the error 

for each age determination. Measurements and calculations are further detailed in (S9). 

 

14C Radiocarbon ages 

The shells were extracted from a ~ 20-cm thick, finely laminated bed containing 

clay, silt and sand, which is exposed in a small road-cut within the talus slope (Fig. 

S1C).  This bed is probably a backwater deposit from an unknown flood of the Snake 

River, and appears younger than the Yahoo Clay deposited throughout the region 

following damming of the river by McKinny basalt flows (S10) ca. 52 + 24 ka (S11), 

and older than the Bonneville flood (S12).  Three dates from two shells within the layer 

yielded 14C radiocarbon ages of 22.51 + 0.07 ka, 22.55 + 0.07 ka, and 22.34 + 0.07 ka. 

The error bars represent two standard deviations.  The first two dates are gas splits from 

acidification of the same shell.  The measurements were made at the Keck Carbon 

Cycle AMS Facility, Earth System Science Department, University of California -

Irvine, U.S.A, following the conventions of (S13). Sample preparation backgrounds 

were subtracted based on measurements of 14C-free calcite. 
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4.7.  Appendix 2 - Supporting Text 

Geologic setting 

Recently Gillerman et al. (S14) reinterpreted the basalt that composes Box 

Canyon as the Thousand Springs Basalt (also called Basalt of Flat Top Butte; ~ 395 + 

20 ka, (S11)), and the inferred the relatively young appearance of bedrock and the origin 

of Box Canyon to be from scour by the catastrophic Bonneville flood, which drained 

glacial lake Bonneville ca. 14.5 ka (S12).  In his autobiography (S15), Stearns also 

admits the possibility that his seepage-erosion hypothesis (S16) was incorrect and that 

the Bonneville flood carved Box Canyon and scoured the neighboring landscape.  

Hydraulic modeling by O’Conner (S17), however, showed that the Bonneville flood did 

not overspill the Snake River Canyon in this region, which is consistent with our dating 

and analysis that Box Canyon was carved by an older event(s).  U-Th/He eruption ages 

(S9) confirm that the basalt of Box Canyon is 86 + 12 ka to 130 + 12 ka and this is 

consistent with the earlier designation of Sand Springs Basalt (S18, S19) (also named 

the Basalt of Rocky Butte (S14)) with an Ar-Ar eruption age of ~ 95  + 10 ka (S11). 

Near the mouth of Box Canyon, the Quaternary basalt overlies a ~ 5-m thick 

Pliocene or Miocene stratified volcaniclastic unit (S14, S20), which appears older and 

more weathered than the basalt.  This unit is only exposed near the canyon mouth, 

where the talus slope was excavated recently for an aqueduct.  Most of the canyon floor 

is composed of basalt boulders so the underlying bedrock cannot be determined.  

Quaternary basalt is exposed, however, at a ~5-m high waterfall (Fig. S5A) 

approximately 730 m downstream of the canyon head (Figs. 3 and S3).  The log from 

the nearest well, about 0.5 km southeast of the canyon head, extends to a depth of 43  
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Fig. S5. Photographs of Box Canyon showing the (A) ~ 5-m high waterfall, (B) ~ 35-m 
high canyon headwall, and (C) small delta at the confluence with the Snake River (the 
Snake River is ~ 200 m wide for scale).   
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meters, or ~ 7 m below the canyon floor near the headwall, and indicates intact basalt to 

this depth (S21).  Thus, if the underlying older unit is laterally extensive, it does not 

appear to have played a role in formation of the canyon, at least upstream of the 

waterfall.   

 

Spring discharge and chemistry 

Fig. S6 shows the daily average discharge and the dissolved silica concentration for Box 

Canyon creek as recorded by the U.S. Geological Survey (S7).  The saturation value of 

33 mg/L was calculated for dissolved quartz and amorphous silica at 14o C and pH = 8 

(S22), conditions typical of Box Canyon creek.  Seasonal variations in discharge are 

less than 10 to 20% and trends over the 58-year duration of record are thought to record 

changes in farm irrigation across the plain, rather than natural forcing. 

 

Talus at the canyon head 

It is puzzling that there is almost no talus at the canyon head (Fig. S5B), while talus 

slopes are well developed elsewhere in the canyon.  Our date of the notch at the canyon 

head suggests that wall collapse has not occurred there since ca. 45 ka.  Perhaps, the 

basalt columns are more interlocked at the headwall, which might also explain why the 

headwall stalled at this location during canyon formation. Alternatively, maybe the 

spring flow prevents rock breakdown at the headwall, e.g. by preventing freeze-thaw 

(S23). 
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Fig. S6.  Discharge and dissolved silica records for Box Canyon creek from the U.S. 
Geological Survey gauge 13095500. 
 
 
 
 
 
 

     Table S1 – Inferred wind abrasion marks. 
Location Longitude Latitude Scour orientation 
Box Canyon 42.70566˚ -114.81971˚ 113˚ 
Box Canyon 42.70902˚ -114.81895˚ 115˚ 
Box Canyon 42.70874˚ -114.82214˚ 115˚ 
~ 10 km East 42.7163˚ -114.70708˚ 110˚ 
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Delta at the canyon mouth 

There appears to be a small delta (<<1% of the total canyon volume) at the mouth of 

Box Canyon (Fig. S5C).  This might imply that there has been active transport of 

sediment since ca. 14.5 ka when the Bonneville flood swept through the Snake River 

Canyon (S17), or perhaps sediment transport occurred within Box Canyon because of 

withdrawal of the Bonneville floodwater.   

 

Bedrock scour directions 

Bedrock scours near the canyon head indicate flow towards the canyon headwall (Fig. 

3).  We identified three locations near the canyon mouth, however, with bedrock scours 

that appear to display an opposite flow direction with orientations ranging from 113 o to 

115 o (Table S1).  The consistency of these directions, all aligned with the prevailing 

westerly wind direction, suggests that these outliers resulted from wind abrasion.  A 

high knob of bedrock ~ 7.8 km to the east of Box Canyon also shows scours orientated 

110 o consistent with this hypothesis.   
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Chapter 5 

Is the Critical Shields Stress for Incipient 
Sediment Motion Dependent on 
Channel-Bed Slope? 
 
 
 
5.1. Introduction 

Predicting initial sediment motion is one of the most fundamental and practical 

problems in sedimentology and geomorphology.  Sediment transport predictions are 

needed to route sediment through river networks [Cui and Parker, 2005; Cui et al., 

2006; Wiele et al., 2007], model river incision into bedrock [Sklar and Dietrich, 2004; 

Lamb et al., 2007], restore river functionality and habitat [Rosgen, 1996; Buffington et 

al., 2004], and mitigate debris flows initiated from channel-beds [Papa et al., 2004].  

Sediment transport predictions also are crucial for understanding surface processes on 

planets and satellites like Mars and Titan, as they provide a straightforward and 

quantitatively robust method for constraining the amount of fluid that is flowing or once 

flowed across these planetary surfaces [Komar, 1979; Burr et al., 2006; Lamb et al., 

2006; Perron et al., 2007].  
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Many widely used bedload sediment-transport models are based on the concept 

that sediment transport either begins at, or can be scaled by, a constant value of the non-

dimensional bed-shear stress or the critical Shields stress c*τ  [Meyer-Peter and Müller, 

1948; Engelund and Fredsoe, 1976; Luque and van Beek, 1976; Parker, 1990; Wilcock 

and Crowe, 2003].  The Shields stress is defined as 
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ρρ
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τ       (1) 

 

where gτ  is the shear stress at the bed, and the shear velocity ρτ /* gu ≡ .  D is the 

diameter of a particle, g is the acceleration due to gravity, and r is the submerged 

specific density of the sediment, ρρρ /)( −= sr , where sρ  andρ  are the densities of 

sediment and fluid, respectively.  The subscript g in equation (1) is used to denote the 

portion of the total bed stress that is borne by sediment grains on the bed (discussed 

below).  c*τ  without further subscripts is used to describe the critical Shields criterion 

generically, without regard to stress partitioning. 

The concept of a constant Shields-stress criterion for incipient motion is based 

on the pioneering experimental work of Shields [1936], which showed that the Shields 

stress at incipient motion c*τ  varies with the particle Reynolds number pRe , but is 

roughly constant (i.e., 045.0* ≈cτ  [Miller et al., 1977; Yalin and Karahan, 1979]) for 

210Re >p  (corresponding to about D > 3 mm for rivers on Earth), where    
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ν
Du

p
*Re =          (2) 

 

and ν is the kinematic viscosity of the fluid.  This result has been reproduced by many 

others (e.g., see review by Buffington and Montgomery [1997]), although significant 

scatter in the data exists.  Theoretical models based on balancing forces on particles also 

have reproduced these experimental findings [e.g., Wiberg and Smith, 1987a; Bridge 

and Bennett, 1992]. 

Considerable attention has been placed on sediment mixtures, in which grain 

shape, orientation, exposure, protrusion, and variable pocket geometry can influence the 

critical Shields stress [e.g., Wiberg and Smith, 1987a; Kirchner et al., 1990; Komar and 

Carling, 1991; Johnston et al., 1998].  If c*τ  is a constant, then equation (1) indicates 

that smaller particles are more mobile, as they require less shear stress to move (Note 

that the term “mobility” is used herein to describe the boundary shear stress necessary 

to initiate sediment motion, and does not refer to the rate of bedload transport).  Most 

studies have shown, however, that sediment is more equally mobile than that predicted 

by equation (1) because the differences in exposure and friction angles tend to offset 

differences in particle weight  [Parker et al., 1982; Wiberg and Smith, 1987a; Parker, 

1990].  Incipient motion for mixtures then can be reasonably determined from a single 

function of c*τ for the bulk mixture with the representative grain diameter in equations 

(1) and (2) set to 50DD = , where 50D  is the median grain size.  Nevertheless, finer 

particles are generally considered to move at slightly lower shear stresses than coarser 
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particles [e.g., Parker, 1990; Ferguson, 2003], and this difference can be more profound 

in steep mountain streams [e.g., Andrews, 1983; Lenzi et al., 2006].   

 While experimental studies on incipient particle motion have explored a wide 

range of parameter space, they often have been limited to moderate channel slopes and 

consequently the empirically determined c*τ  might not be applicable to steep mountain 

streams or lowland rivers (Slope is defined here as βtan=S , where β  is the bed-slope 

angle from horizontal).  Shields himself recognized a potential slope dependency of c*τ  

[Shields, 1936], but it was over 30 years before Neill [1967] showed that c*τ  increases 

with increasing channel slope.  Neill later retracted his results and stated that criticism 

from colleagues caused him to re-examine his data, which revealed measurement bias 

[Neill, 1968]. The original slope-dependent findings of Neill, however, have been 

reproduced subsequently for steep slopes in experimental [Ashida and Bayazit, 1973; 

Aguirre-Pe, 1975; Bathurst et al., 1984; Olivero, 1984; Graf and Suszka, 1987; Torri 

and Poesen, 1988; Aguirre-Pe and Fuentes, 1991; Picon, 1991] and field studies 

[Bartnick, 1991; Mueller et al., 2005; Lenzi et al., 2006].  Detailed experiments by 

Shvidchenko and Pender [2000] and Shvidchenko et al. [2001] indicate that incipient 

motion is slope dependent even on low slopes (S < 0.01) and for small particles 

( )10Re 2<p , which suggests that a slope-dependent Shields stress is applicable for 

lowland rivers as well as steep mountain streams.   

The reasons for an increase in critical Shields stress with increasing channel 

slope remain largely unexplored.  Consequently c*τ  is typically assumed to be 

independent of slope in bedload transport models (see Shvidchenko et al. [2001], 

Papanicolaou et al. [2004], and Mueller and Pitlick [2005] for notable exceptions).  
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Theoretical models actually suggest an opposite trend to that observed; sediment should 

become more mobile as slope increases due to the increased component of gravity in the 

downstream direction [e.g., Wiberg and Smith, 1987a].   

The reduced mobility on steep slopes has been attributed to increased relative 

roughness of the flow (i.e., hks /  where h is the total flow depth and sk  is the 

roughness length-scale of the bed) [e.g., Shields, 1936; Ashida and Bayazit, 1973; 

Buffington and Montgomery, 1997; Buffington and Montgomery, 1999; Shvidchenko 

and Pender, 2000; Mueller et al., 2005], since for a given total bed stress, the flow 

depth varies inversely with bed slope for steady uniform flow.  It is true that the total 

flow resistance (i.e., the depth-averaged flow velocity normalized by the shear velocity, 

as in Manning-Strickler or Darcy-Weisbach friction relations) is a function of hks /  for 

flow over hydraulically rough beds [Nikuradse, 1933].  It is the local near-bed velocity, 

however, that induces sediment motion [e.g., Wiberg and Smith, 1987b]. Both standard 

formulations for the local velocity (e.g., the log-layer profile [Nikuradse, 1933; 

Schlichting, 1979]) and velocity profiles corrected for particle-induced form drag [e.g., 

Wiberg and Smith, 1987b; Wiberg and Smith, 1991; Nelson et al., 1991] predict a local 

near-bed flow velocity that is a function of skz/  (where z is the height above the bed), 

but is independent of the total flow depth h and relative roughness hks / .   

Some have formulated models based on a critical mean flow velocity (e.g., a 

critical discharge [e.g., Schoklitsch, 1962; Bathurst, 1987] or a critical densimetric 

Froude number [e.g., Aguirre-Pe et al., 2003]) for incipient motion, rather than c*τ , and 

claimed to find a better collapse of the data with relative roughness.  As pointed out by 

Gessler [1971] and Bettes [1984], however, these models necessarily trend with relative 
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roughness because the mean flow velocity is a function of the relative roughness 

[Nikuradse, 1933], and therefore are not an improvement over the Shields approach.  

The goal of this chapter is to present a mechanistic model and a compilation of 

data, which indicate that the critical Shields stress for incipient motion is a function of 

channel slope.  First we present a comprehensive collection of flume and field data for 

coarse particles that indicates that sediment is less mobile (larger c*τ ) on steeper slopes.  

Second, a simple force-balance model is formulated that allows for predictions of c*τ  

for single-sized sediment.  Third, we hypothesize several effects that might explain the 

variation in c*τ  with channel slope and incorporate them into the force-balance model 

to assess quantitatively their influence on incipient motion.  The effects considered are 

wall drag, drag due to morphologic structures on the bed, variable friction angles, grain 

emergence, flow aeration, and slope-dependent variations in the structure of flow 

velocity and turbulent fluctuations.  The results suggest that the slope dependent critical 

Shields stress is fundamentally due to the coincident change in hks /  with slope for a 

given bed stress and roughness.  Surprisingly, it is the eddy viscosity and turbulent 

fluctuations that appear to depend most strongly on hks / , not form drag from particles 

or morphologic structures as is often assumed. Last, we extend the model to sediment 

mixtures and discuss implications for natural streams. 

 

5.2. Data Compilation 

 A large set of experimental and field data from incipient motion studies in 

unidirectional flows is presented in Figure 1.  The data have been filtered so that only 
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measurements with pRe  > 102 are shown.  By neglecting studies with ≤pRe  102 the 

flow is hydraulically rough and potential false relations with S have been avoided since, 

for small pRe , c*τ  is a function of pRe  which in turn is a function of S (see Buffington 

and Montgomery [1997] for discussion).  Thus, the data in Figure 1 represent the regime 

where c*τ  is thought to be a constant ranging from 0.03 to 0.06 [Buffington and 

Montgomery, 1997].  Yalin and Karahan [1979] and Wilcock [1993], for example, 

suggested a constant c*τ  value of 0.047 for mixed size gravel, which is widely used.  It 

is clear from Figure 1 that much of the data does not fall within 0.03 < c*τ < 0.06.  

Moreover, despite data scatter, there is a trend of increasing critical Shields stress with 

channel slope.  A best-fit line to all data (in a least-squared sense) is shown in Figure 1 

and is given by 

 

25.0
* 15.0 Sc =τ         (3) 

 

The data are separated according to the environment where they were collected: 

laboratory flumes or natural streams (field).  Both data sets appear to have a similar 

magnitude and trend of c*τ  with channel slope.  There is an obvious lack of data for S < 

10-3 and S > 10-1, the former is likely due to the bed being sand covered in natural rivers 

(i.e., ≤pRe  102).   

The scatter in the data probably is due to differences in friction angles, drag 

from channel walls and morphologic structures on the bed, sediment shapes, and size 

distributions.  In addition, there is variability in the criteria for defining incipient motion  
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Figure 1.  Compilation of previously published data showing the slope dependency of 
the critical Shields stress.  c*τ  is used here generically, where in actuality most of the 

data are based on the total stress (i.e., cT*τ ) and some of these are corrected for wall 

drag (i.e., cTR*τ ).  The best-fit line in a least square sense is given by 25.0
* 15.0 Sc =τ  

with an r-square value of 0.41.  Also shown are the typical upper 06.0* =cτ  and lower 

values 03.0* =cτ  assumed for a gravel bed.  The data have been filtered so that Rep > 

102.  Data sources include Buffington and Montgomery [1997], Shvidchenko and Pender 
[2000], and Mueller et al. [2005].  Data sources previously compiled by Buffington and 
Montgomery [1997] include: Gilbert [1914], Liu [1935], USWES [1935], Ho [1939], 
Meter-Peter and Mueller [1948], Neill [1967], Paintal [1971], Everts [1973], Ashida 
and Bayazit [1973], Fernandez Luque and van Beek [1976], Mizuyama [1977], Bathurst 
et al. [1979], Day [1980], Dhamotharah et al. [1980], Parker and Klingeman [1982], 
Ikeda [1982], Carling [1983], Bathurst et al. [1984], Bathurst et al. [1987], Diplas 
[1987], Graf and Suszka [1987], Hammond et al. [1987], Wilcock [1987], Ashworth and 
Ferguson [1989], Parker [1990], Komar and Carling [1991], Ashworth et al. [1992], 
Wilcock and McArdell [1993], Ferguson [1994] and Wathen et al. [1995].  In addition, 
the data set includes the data of Milhous [1973] previously compiled and analyzed by 
Komar [1987], Wilcock and Southard [1988], Komar and Carling [1991] and Wilcock 
[1993], as well as the data of Hammond et al. [1984] previously compiled by Komar 
[1987]. 
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[Buffington and Montgomery, 1997].  This notwithstanding, the trend of increasing c*τ  

with S is significant despite the fact that the data have not been corrected to account for 

these effects.  The remainder of the chapter is devoted to explaining the overall trend in 

the data by balancing forces about a particle. 

 

5.3. Force Balance Model 

In stream flow, the buoyancy forceBF , lift force LF , and drag force DF  act to 

mobilize particles, while the force due to gravity GF  holds particles in place (Figure 2) 

[e.g., Wiberg and Smith, 1987a].  Initial particle motion occurs when these forces are 

balanced (in the coordinate system parallel to the stream bed), i.e., 

 

( ) ( )[ ] 0tancossin φββ LBGBGD FFFFFF −−=−+    (4) 

 

where 0φ  is the friction angle between grains and β  is the bed-slope angle ( βtan≡S ).  

In this model, we neglect the possibility that particles might move due to undermining.  

In equation (4), BF  is taken to be in the vertical direction, rather than perpendicular to 

the water surface as is sometimes assumed [Mizuyama, 1977; Christensen, 1995], based 

on the discussion of Chiew and Parker [1995].  We define the forces acting on a 

particle as follows: 

 

xsDD AuCF 2

2

1 ρ=        (5) 
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xsLL AuCF 2

2

1 ρ=        (6) 

 

psB gVF ρ=         (7) 

 

psG gVF ρ=         (8) 

 

where DC  and LC  are the drag and lift coefficients, respectively.  pV  is the total volume 

of the particle.  In this derivation, we allow for the fact that a portion of the particle 

might be emergent from the flow at incipient motion.  Thus, xsA  is the cross-sectional 

area of the particle that is perpendicular to and exposed to the flow.  xsA does not 

include any portion of the particle that is emergent from the flow or within the zero-

velocity region near the bed [Kirchner et al., 1990].  Likewise, psV  is the submerged 

volume of the particle and equals pV  only if the particle is fully submerged.  2u  is 

local velocity squared and spatially averaged over xsA .  Equations (5) – (8) can be 

combined and rearranged in terms of a critical Shields stress as, 
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Figure 2.  Force balance on a grain (modified from Wiberg and Smith [1987a]).  BF , 

LF , DF  and GF  are the forces due to buoyancy, lift, drag and gravity, respectively.  0φ  

is the friction angle and β  is the bed-slope angle.  
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Equation (9) is identical to the formula derived by Wiberg and Smith [1987a] except for 

the term in the brackets, which accounts for grain emergence and is equal to a constant 

(i.e., a grain-shape factor) for a fully submerged particle.   

 Equation (9) has been written in terms of the portion of shear stress that acts on 

the sediment grains gτ .  In practice, the Shields stress more often is calculated from 

laboratory or field measurements of the total driving stress at the bed Tτ , which is a 

sum of the stress spent on the channel walls wτ , bed morphology mτ , and the particles 

of interest on the bed gτ  [e.g., Einstein and Barbarossa, 1952; Vanoni and Brooks, 

1957; Smith and McLean, 1977], i.e. 

 

wmgT ττττ ++= .        (10) 

 

Note that we use the term morphologic drag (i.e., mτ ) to describe the portion of the 

total stress spent on collections of particles and other bed morphologic structures that 

are larger than the individual grain scale.  Morphologic drag is used instead of the more 

common term form drag because each individual component of stress in equation (10) 

(i.e., gτ , mτ  and wτ ) can result from a combination of viscous skin-friction stresses and 

form-drag stresses [e.g., McLean and Nikora, 2006], although form drag dominates for 

high roughness Reynolds numbers.  For steady and uniform flow conditions, the total 

stress at the bed can be calculated from  

 

βρτ singhT = .        (11) 
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In practice, the low-slope approximation of S≡≈ ββ tansin  is often employed.  By 

combining equations (1) and (9)-(11), we formulate a version of the critical Shields 

stress cT*τ  that incorporates both the total stress and the low-slope approximation as  
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As can be seen by inspection of equation (12), the term βtan  will cause cT*τ  to 

decrease with increasing channel slope, which is counter to the observations (Figure 1).  

This indicates that, for a given particle size D, at least one of the other variables in 

equation (12) must depend on channel slope or flow depth h in such a way that produces 

increasing cT*τ  with increasing channel slope.  Below, several of the terms in equation 

(12) are considered. 

 

5.4. Potential Slope Dependent Effects 

 In this section wall drag, drag from morphologic structures on the bed, variable 

friction angles, grain emergence, air entrainment, variable drag and lift coefficients, the 

local vertical-velocity profile, and the structure of turbulent velocity fluctuations are 

considered as potential causes for the slope dependency of cT*τ .  In Section 5.5, these 

effects are quantified and incorporated into the force balance (equation 12) to assess 

their importance on incipient motion. 
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   5.4.1. Wall Drag 

 Wall drag ( wτ ) is the portion of the driving stress that is spent on the channel 

banks.  In rectangular channels where the channel bed and walls are equally rough, the 

wall drag can be calculated from ( ) gw wh ττ /2=  [Vanoni and Brooks, 1957].  Thus, 

wall drag becomes important for channels with small width-to-depth ratios.  For this 

case, a critical Shields number that incorporates wall drag cTR*τ  can be written by 

substituting ( ) gw wh ττ /2=  and equation (10) into equation (12) and rearranging, as   
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where the hydraulic radius is )2/( hwwhR += .  Note that this formulation for the wall 

drag should not be used when the wall roughness is substantially different than that on 

the bed.  For example, in flume experiments with smooth walls, wτ  will be much 

smaller [Johnson, 1942; Houjou et al., 1990].  

 Neglecting wall corrections could result in a slope-dependent critical Shields 

stress if the width-to-depth ratios of flows at incipient motion decrease or the roughness 

of the channel walls relative to the bed increase with channel slope.  The former is 

likely true in natural channels where the bank-full width-to-depth ratio tends to be 

inversely related to channel slope [e.g., Parker et al., in press].  This notwithstanding, a 

partial or full wall correction (see Buffington and Montgomery [1997] for discussion) 

has been applied to the much of the data presented in Figure 1 (e.g., Gilbert [1914], Liu 

[1935], USWES [1935], Meter-Peter and Mueller [1948], Neill [1967], Paintal [1971], 
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Everts [1973], Ashida and Bayazit [1973], Fernandez Luque and van Beek [1976], 

Ikeda [1982], Mizuyama [1977], Bathurst et al. [1987], Graf and Suszka [1987], 

Wilcock [1987], Ashworth and Ferguson [1989], Ashworth et al. [1992], Wilcock 

[1993], Wilcock and McArdell [1993], Shvidchenko and Pender [2000]).  Moreover, 

many of these individual studies show a slope-dependent critical Shields stress (e.g., 

Ashida and Bayazit [1973], Mizuyama [1977], Bathurst et al. [1987], Graf and Suszka 

[1987], Shvidchenko and Pender [2000]).  Therefore, other factors besides wall drag 

must be responsible for the slope-dependent critical Shields stress. 

   

5.4.2. Bed Morphology and Friction Angles 

Changes to the bed morphology with channel slope might affect the incipient 

motion criteria given by equation (12) through variations in the stress borne on 

morphologic structures (mτ ), friction angles ( 0φ ), or both.  It is common to assume that 

the trend of increasing critical Shields stress with slope is due to an increase in drag 

caused by morphologic structures on the bed (mτ ) [Buffington and Montgomery, 1997; 

Mueller et al., 2005; Lenzi et al., 2006; Parker et al., in press].  The stress spent on 

morphologic structures usually is dominated by form drag due to flow separation, 

wakes, and secondary currents caused by particle clusters [Brayshaw et al., 1983; 

Hassan and Reid, 1990], stone cells [Church et al., 1998; Hassan and Church, 2000], 

bars [Parker and Peterson, 1980; Millar , 1999], woody debris [Braudrick and Grant, 

2000; Manga and Kirchner, 2000], immobile or protruding particles [Wiberg and Smith, 

1991; Nelson et al., 1991; Millar , 1999; Yager et al., 2007] or step-pools [Bathurst, 

1985; Aberle and Smart, 2003; Wilcox et al., 2006].  
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The magnitude of form drag due to flow separation in turbulent flow is 

proportional to the size and concentration of the roughness elements, and the square of 

the local flow velocity about the elements [e.g., Batchelor, 1967; Smith and McLean, 

1979].  Thus, the hypothesized increase in morphologic drag on steeper slopes could be 

due to changes in the bed morphology that increase roughness. For example, if the size 

or concentration of morphologic structures on the channel bed increase with increasing 

channel slope, then this could cause greater morphologic drag ( mτ ) and larger cT*τ  on 

steeper slopes (equation 12).  These effects are undoubtedly important in natural 

streams [Millar , 1999; Buffington et al., 2004], but are not important in flume 

experiments where the same sediment of near-uniform size was used on different 

slopes, and the sediment beds were leveled before each experiment.   

In addition to morphologic drag, systematic changes in the friction angle 0φ  

with increasing channel slope also might be responsible for the trend in c*τ  with slope.  

Variations in friction angles can occur in natural streams because of  differences in 

shapes, orientations, and sorting of the supplied sediment [Kirchner et al., 1990; 

Buffington et al., 1992; Johnston et al., 1998; Armanini and Gregoretti, 2005].  The 

morphologic structures described above could cause larger 0φ  if grains form more 

stable patterns [Brayshaw et al., 1983; Hassan and Church, 2000; Church and Hassan, 

2002].  In addition, bimodal size distributions (e.g., sand and gravel) can have a 

smoothing effect by reducing friction angles and consequently cT*τ  [Wilcock, 1998; 

Wilcock and Crowe, 2003], and sand might be more prevalent in lower sloping rivers.  

Nonetheless, like morphologic drag, a systematic increase in friction angles with 
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channel slope is an unlikely result for flume experiments where the sediment mixture 

was held constant at different channel slopes.    

Since variations in morphologic structures and friction angles with channel slope 

are deemed unimportant in flume experiments, a comparison between flume and field 

data allows for the assessment of these effects in natural streams.  Surprisingly, there is 

no distinct difference in either the magnitude of c*τ  or the trend with channel slope 

between field and flume data (Figure 1).  It is possible that there is some effect of 

increasing morphologic drag or friction angles for S > 0.02 as much of the field data 

plot above the regression line for these slopes.  The field data, however, are also more 

scattered than the flume data, which could be due to more variable morphologic drag in 

the field (or other effects discussed above).  Nonetheless, like the flume data, it seems 

reasonable to conclude that morphologic drag and variable friction angles are not 

primarily responsible for the observed slope dependency in the field. 

 

5.4.3. Grain Emergence 

One obvious effect that would cause reduced mobility with increasing slope is 

grain emergence [Graf, 1979].  As a particle emerges from the flow, both the area of the 

particle that is exposed to the flow xsA  and the buoyancy force on the particle are 

reduced, which results in reduced mobility with increasing slope.  This can be seen in 

the term 
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 in equation (12), which becomes large with particle 

emergence.  This, however, cannot fully explain the observed trend because a slope-

dependent Shields criterion has been documented for S < 10-2 when grains were well 
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submerged (Figure 1) [Shvidchenko and Pender, 2000].   At incipient motion,  particles 

typically are not emergent from the flow for S < ~10-1 [Ashida and Bayazit, 1973]. 

 

5.4.4. Air Entrainment 

To our knowledge, Wittler and Abt [1995] were the first to suggest that aeration 

would result in reduced mobility with increasing channel slope due to a reduction in the 

density of the water-air mixture.  Aeration also can affect the mean flow velocity and 

the corresponding bulk friction factor [Straub et al., 1954; Straub and Lamb, 1956; 

Chanson, 2004].  The mean flow velocity increases with increased aeration because of 

reduced drag, so it is probable that these two effects offset one another when assessing 

the drag force on a particle.  Due to the lack of data, only reduced fluid density with 

aeration is considered here.   

From continuity, the density of the air-water mixture ρ  can be written as  

 

( )aw c−= 1ρρ        (14) 

 

where wρ  is the density of water, ac is the volumetric concentration of air, and the mass 

of air is assumed negligible.  The equilibrium concentration of air in open-channel flow 

has been shown to be a strong function of channel slope.  Chanson [1994] fit the 

relationship 

 

 βsin9.0=ac        (15) 
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to experimental data [Straub and Anderson, 1958; Aivazyan, 1987] and suggested that 

the relationship is independent of flow discharge, velocity, and channel roughness.  

Nonetheless, equation (15) probably underestimates the air concentration in natural 

streams because it does not take into account large roughness elements that can enhance 

mixing.  For example, air concentrations of 0.1 to 0.4 have been measured in the wake 

of a hydraulic jump in a natural stream with a reach-averaged bed slope of about 0.04 

[Valle and Pasternack, 2006].  Equation (15) only predicts an air concentration of 0.036 

for the same slope.     

Stream aeration appears to be a plausible mechanism for an increase in c*τ  with 

increasing channel slope.  Equations (14) and (15) indicate that the fluid density would 

decrease with increasing channel slope due to aeration.  A reduction in fluid density 

decreases the drag on the particles and the buoyancy force, which both increase particle 

stability (equation 12).  As will be shown in Section 5.5, however, aeration cannot fully 

explain the observed slope dependence of the critical Shields criterion because 

significant aeration only occurs for steep slopes.   

 

5.4.5. Drag and Lift Coefficients 

 The drag coefficient DC  is typically thought to be independent of channel slope, 

with a constant value of about 0.4 to 0.5 for large particle Reynolds numbers based on 

the settling velocity of spheres [Schlichting, 1979].  Direct measurements using a force 

transducer suggest that this is an underestimate and that ≅DC  0.9 [Nelson et al., 2001; 

Schmeeckle et al., 2007]. Very few studies have measured DC  under shallow flows or 

on steep slopes.  One notable exception is the study of Flammer et al. [1970], which 
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showed that drag can increase by an order of magnitude for shallow flows due to back-

water effects and an associated pressure differential across a particle referred to as 

wave-drag.  Later experiments have confirmed this trend [Lawrence, 2000; Carling et 

al., 2002].  Unfortunately, these relationships are difficult to incorporate into a force 

balance because DC  was measured as a function of the depth-averaged velocity rather 

than the local velocity around the grain.  Because the depth-averaged velocity is a 

function of the relative roughness hks /  and the local velocity about the grains is not (as 

discussed in Section 5.1), these measurements might falsely indicate increasing DC  

with increasing relative roughness. Caution also should be used when applying these 

results to natural settings because the measurements were often made on isolated 

particles in an otherwise flat flume bed.  Particles, when isolated, provide a more 

significant obstacle to the flow than for a packed sediment bed, and therefore might 

produce a larger pressure differential.  If the wave-drag hypothesis is correct, 

incorporating the additional pressure differential would produce deceasing c*τ  with 

increasing slope, which is opposite of the observed trend (Figure 1).  Therefore, this 

cannot be the mechanism for increasing  c*τ  with channel slope.     

 Several studies have pointed to the fact that DC  might have a particle Reynolds 

number dependence even for large Rep where c*τ  is thought to be Reynolds-number 

independent.  For isolated spheres with Rep  > 105, DC  is known to decrease from 0.5 to 

about 0.2, which is deemed the drag crisis [Schlichting, 1979; Shen and Wang, 1985]. 

Shvidchenko and Pender [2000] showed that c*τ  decreased with increasing Rep (for 

constant S) even for 102 < Rep  < 105.  Figure 3 shows the incipient motion data 
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stratified according to Rep.  There might be a slight trend of increasing c*τ  with 

increasing Rep, but this is due to the dependence of Rep on S and should not be 

considered important.  Looking at the variation in c*τ  along lines of equal slope, there 

does not appear to be a significant Reynolds number dependence.  There are no data for 

Rep > 105, such that the effect of the drag crises cannot be determined.     

Little work has been done on measuring the lift coefficient, especially in steep 

streams with low particle submergence.  Recent direct measurements indicate that lift 

does not scale with the velocity difference across a grain [Nelson et al., 2001; 

Schmeeckle et al., 2007], which is inconsistent with expectations of flow according to 

the Bernoulli principle.  It seems possible that lift forces might become less important 

when grains emerge from the flow, although pressure fluctuations within a porous bed 

can still cause lift on emergent particles [Smart, 2005; Vollmer and Kleinhans, 2007].  

The lack of data and theory make it difficult to incorporate lift into a force balance at 

present [Nelson et al., 2001; Schmeeckle and Nelson, 2003; Schmeeckle et al., 2007].   

 

5.4.6. Structure of Average Flow Velocity 

The remaining process that could be responsible for the decrease in mobility 

with increasing slope is the structure of the local flow velocity, i.e. */ uu  in equation 

(12).  The double-averaged component of the flow velocity u  (i.e., averaged in time 

and space [e.g., McLean and Nikora, 2006]) is considered here and turbulent 

fluctuations are discussed in Section 5.4.7. The flow velocity u  is typically described as 

varying logarithmically near the bed [Schlichting, 1979], 
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Figure 3.  Incipient motion data from Figure 1 stratified according to particle Reynolds 
number pRe .   
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where z  is the height above the bed, κ  is von Karman’s constant of 0.41, and 

30/0 skz =  for hydraulically rough flow [Nikuradse, 1933].  There is no total depth (h) 

dependency in equation (16), hence the local velocity is predicted to be independent of 

relative roughness hks /  and channel slope for a given shear stress (Figure 4).   For 

example, given a constant roughness height sk  and total shear stress, an increase in the 

flow depth is predicted to have no effect on the velocity at any location above the bed. 

This is the basis for the conclusion by many [e.g., Yalin, 1977] that incipient motion 

does not depend on the relative roughness.   

Equation (16), however, is a poor predictor of the velocity around particles.  

Within the so-called roughness layer, the flow around sediment particles is strongly 3-D 

and influenced by wakes shed by grains [Nowell and Church, 1979; Schmeeckle and 

Nelson, 2003].  A unified theory does not yet exist for velocity profiles in the roughness 

layer, but observations in mountain streams have shown that the velocity profile can 

deviate strongly from logarithmic [e.g., Byrd and Furbish, 2000; Wohl and Thompson, 

2000].   

Some authors have suggested that, for the same bed shear stress, an increase in 

relative roughness causes a decrease in flow velocity around bed particles [e.g., Ashida 

and Bayazit, 1973; Bayazit, 1978; Graf, 1991; Shvidchenko and Pender, 2000; Vollmer 

and Kleinhans, 2007]. This hypothesis is partially supported by the experiments of 
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Chiew and Parker [1994].  They measured the conditions of incipient motion on 

variable slopes in a sealed duct and were thus able to vary slope while holding the 

relative roughness constant.  Contrary to the open-channel experiments in Figure 1, 

Chiew and Parker [1994] showed that c*τ  decreased with increasing channel slope due 

to the increased gravitational component in the downstream direction.  These 

experiments, therefore, indicate that the observed increase in c*τ  with increasing slope 

in open-channel flow is fundamentally due to the coincident increase in relative 

roughness (for the same boundary shear stress and particle size), although lack of 

aeration also might have been a factor.    

There are several 1-D models for flow velocity within roughness elements, 

drawing largely on atmospheric boundary layer studies [e.g., Raupach et al., 1991] or 

flow through vegetation [e.g., Lightbody and Nepf, 2006].  Katul et al. [2002] suggested 

a hyperbolic tangent function, but their relationship is only valid for h > D because the 

inflection point at z = D must be specified.  Nikora et al. [2001; 2004] and McLean and 

Nikora [2006] have suggested constant, linear, and exponential velocity profiles within 

the roughness layer, based on different scaling arguments utilizing the double-averaged 

equations of motion.  All of these models, however, predict a local velocity that is 

independent of relative roughness, which is contrary to available data [Bayazit, 1975; 

Tsujimoto, 1991].  Thus, applying these models to incipient particle motion would not 

result in the observed slope-dependent critical-Shields stress.   

Relative roughness might affect velocity profiles by 1) reducing the stress borne 

by the fluid due to particle-induced form drag or 2) by changing the deformability of the 

fluid (i.e., its eddy viscosity) for a given bed stress.  For example, the models of Wiberg 
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and Smith [1987b; 1991] and Nelson et al. [1991] considered both of these effects.  

These models showed that particle-induced form drag does affect local velocity profiles, 

and for a given total stress, form drag is a function of the bed roughness-length scale sk  

as well as the concentration of roughness elements.  Nonetheless, the models also 

suggest that for a given sk , particle-induced form drag is not a function of flow depth, 

relative roughness or channel slope.  We emphasize here that flow resistance is not 

equivalent to particle form drag.  Flow resistance is a non-dimensional quantity that 

relates the depth-averaged flow velocity to the shear velocity, as in the Manning-

Strickler and Darcy-Weisbach flow-resistance relations, and it necessarily is a function 

of ( hks / ) because the flow velocity is integrated over the total depth.  Particle form 

drag, on the other hand, is a force due to pressure differentials about particles from 

wakes, and it scales with the local velocity around the particles [Batchelor, 1967], not 

the depth-averaged velocity.  For simplicity, and because particle form drag appears to 

be independent of slope and hks /  (for the same total shear stress), a particle-form-drag 

correction for the local flow velocity [e.g., Wiberg and Smith, 1991] is not attempted 

here.   

The second way that relative roughness might affect the local flow velocity is 

through changes in fluid deformation (i.e., eddy viscosity) induced by mixing from 

wakes shed by particles.  To explore this effect, we formulate a simple and plausible 

expression for the flow velocity within the roughness layer based on a mixing-length 

that is a function of bed roughness. The vertical structure of flow velocity in steady and 

uniform open-channel flow can be derived from an eddy viscosity approach 

[Schlichting, 1979] as 
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where L is the mixing length.  This statement for the fluid shear stress uses the 

Boussinesq hypothesis that dzudz ρετ =)(  and assumes that the eddy viscosity (ε) can 

be approximated from the product of local turbulent velocity and length scales (i.e., 

Lu* ). The parameterization of the total stress as 
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*ρτ  is valid for an 

impermeable bed, but is an approximation near a sediment bed [McLean and Nikora, 

2006]. 

 Typically, the mixing length is set to 
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which, when combined with equation (17), yields the well-known logarithmic velocity 

profile given by equation (16).  Inspection of equations (17) and (18) reveals that the 

depth dependencies (i.e., the term ( )hz/1− ) cancel when these equations are combined 

resulting in a self-similar velocity profile (equation 16) that is independent of relative 

roughness (Figure 4).   

In the near-bed region, mixing instead should be dominated by wakes shed by 

the particles [Lopez and Garcia, 1996; Nikora et al., 2001; Defina and Bixio, 2005].  

Within the roughness layer it is appropriate to define the mixing length as  
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  skL 1α= ,        (19) 

 

where 1α  is a constant of proportionality that is likely less than unity [Schlichting, 

1979; Wiberg and Smith, 1987b; Nelson et al., 1991; Wiberg and Smith, 1991].  

Combining equation (17) and (19) and integrating, results in a quadratic velocity 

profile,  
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where the no-slip boundary condition 0)0( ==zu  has been applied.  Note that 

applying a no slip condition at 0z  rather than z = 0 does not yield a significant 

difference in our model predictions.  The coefficient was found to be 1α  = 0.12 by 

matching equations (16) and (20) at z = ks and assuming deep flow (h >> ks).  This value 

is similar to those proposed previously for equation (19) (e.g., 0.18: Schlichting [1979] 

and Nelson et al. [1991]; 0.41: Wiberg and Smith [1991]). 

Equation (20) should hold only in the roughness layer and above this region a 

more appropriate velocity profile would be logarithmic.  In addition, equation (20) 

might be invalid for h < ks, because the dominant mixing length is likely smaller than ks 

if particles are emergent from the flow.  To our knowledge, no studies have measured 

the mixing length or the velocity profile in emergent gravel.  For simplicity, we assume 
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that equation (20) is valid within the roughness layer (z < ks) for all values of relative 

roughness ( hks / ). 

By using a constant mixing length (i.e., one that does not vary linearly with 

( )hz/1− ), the local velocity about the grains (equation 20) is now predicted to depend 

on relative roughness hks / .  For deep flow (small relative roughness), the quadratic 

profile is near linear within the roughness layer and matches the logarithmic profile at z 

= ks (Figure 4)  This linear profile is consistent with the measurements of Dittrich and 

Koll [1997] and Nikora et al. [2001], the later of which are shown for the case hks /  = 

0.156 (Figure 4).  The data do not support the logarithmic profile.  For shallow flow, the 

quadratic profile predicts slower flow velocity than the logarithmic profile, especially 

near the top of the roughness layer.  The logarithmic profile, on the other hand, is self-

similar for all values of relative roughness, such that they plot on the same curve 

(Figure 4). Unfortunately, owing to the difficulty of measurements within the roughness 

layer, we know of no other data to test the model.  The model is consistent, however, 

with the measurements of Bayazit [1975] that showed that flow velocity near the top of 

the roughness elements systematically decreases with increasing relative roughness.   

Note that the change in local velocity as a function of relative roughness 

predicted by equation (20) will necessarily produce a change in particle form drag, since 

form drag depends on the local velocity [e.g., Wiberg and Smith, 1991].  Nonetheless, 

this is an indirect effect and the dependency of local-flow velocity on relative roughness 

appears to be due to changes in the eddy viscosity for a given bed stress, and not due to 

a reduction in stress due to increased form drag.   
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Figure 4.  Velocity predictions for a logarithmic profile (equation 16) and the quadratic 
profile (equation 20) for different cases of relative roughness ks / h.  The height above 
the bed z is non-dimensionalized by the bed-roughness length scale ks.  The stream-wise 

velocity u  is non-dimensionalized by the shear velocity *u .  The black squares are 
experimental measurements, which we have digitized from Figure 4b of Nikora et al. 
[2001].  In their original figure many data points overlap where skz/  > 0.5, such that 

we have under sampled their data in this region.  Note that the log profile is independent 
of ks / h.   
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5.4.7. Turbulent Fluctuations 

 Many studies have shown that the local average velocity u  is not the only 

relevant velocity scale in determining sediment mobility and, in addition, the 

fluctuations due to turbulence should be considered [e.g., Grass, 1970; Jackson, 1976; 

Bayazit, 1978; Best, 1992; Chang, 1998; Sechet and Le Guennec, 1999; Papanicolaou 

et al., 2002; Schmeeckle and Nelson, 2003; Zanke, 2003; Wu and Yang, 2004; Hofland 

et al., 2005; Cheng, 2006; Vollmer and Kleinhans, 2007], particularly in steep streams 

where the velocity profile is not logarithmic [Furbish, 1993; Furbish, 1998; Furbish et 

al., 1998; Byrd and Furbish, 2000].  Of importance for bedload transport are outward 

interactions generated from wakes shed by roughness elements [Nelson et al., 1995; 

Papanicolaou et al., 2001] and downward-directed inrushes of high momentum fluid 

that contribute to the Reynolds stress (i.e., sweeps) [Sutherland, 1967; Nakagawa et al., 

1980; Drake et al., 1988; Best, 1992].   The frequency of sweep events scale with the 

depth-averaged flow velocity and flow depth [Rao et al., 1971; Nezu and Nakagawa, 

1993; Shvidchenko and Pender, 2001; Marquis and Roy, 2006] (i.e., outer scaling), 

rather than the inner parameters of kinematic viscosity and shear velocity.  In addition 

to turbulent fluctuations within the flow, pressure fluctuations within the pore fluid of 

the bed are important in inducing sediment motion [Smart, 2005; Vollmer and 

Kleinhans, 2007].  

The intensity of turbulent fluctuations (i.e., */ uuσ   where uσ  is the root-mean 

square of stream-wise velocity) varies with height above the bed and has a peak value 

near the bed in hydraulically smooth flow, or near the top of the roughness elements in 

hydraulically rough flow [Raupach et al., 1991; Nikora and Goring, 2000].  This peak 
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value (i.e., *max, / uuσ ) has been called a “universal constant” [Nezu and Nakagawa, 

1993] and typical values range from 2.2 to 2.8.  Most studies, however, have focused on 

small relative roughness, i.e., h >> ks [Kironoto and Graf, 1994; Song et al., 1994; 

Wang and Dong, 1996; Nikora and Goring, 2000; Tachie et al., 2000; Tachie et al., 

2004; Wu and Yang, 2004] or hydraulically smooth beds [e.g. Nezu and Rodi, 1986].  

We are aware of only four studies that have measured *max, / uuσ  for a wide range of 

relative roughness [Bayazit, 1975; Wang et al., 1993; Dittrich and Koll, 1997; Carollo 

et al., 2005].  These studies show that *max, / uuσ  is not a universal constant, but instead 

increases as depth increases relative to the roughness-length scale of the bed.   

   Figure 5 shows a compilation of *max, / uuσ  for a wide range of relative 

roughness.  Most of the data are from studies that were not designed for the purpose of 

assessing the effect of relative roughness on turbulence intensity.  Instead, most workers 

showed vertical profiles */ uuσ  for a limited range of relative roughness.  We digitized 

these vertical profiles and extracted the peak near-bed value of */ uuσ  for each 

experiment.  The resultant data clearly show that the peak value in the turbulence 

intensity increases with decreasing relative roughness hks / .  Figure 5 does not include 

data from the numerous studies that have measured *max, / uuσ  for hydraulically smooth 

flow.  Most data for smooth beds, however, range from about 2.2 to 2.8 (as indicated by 

dashed lines on Figure 5) [e.g., Nezu and Rodi, 1986].  Almost all of the compiled data 

for flow over rough beds indicate smaller *max, / uuσ  than is typical for smooth-bed 

flows.   
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Figure 5.  Near-bed peak turbulence intensity versus relative roughness.  All points are 
data from previously published studies (see text for details).  The two horizontal dashed 
lines represent the range in peak turbulent intensities for hydraulically smooth flow.  
The solid line is the model fit to the data with 2α  = 0.2 (equation 23).    
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The trend of increasing *max, / uuσ  with decreasing hks /  in Figure 5 is 

significant despite the fact that the data cover a wide range of roughness types including 

boulders and gravel in natural streams [Nikora and Goring, 2000; Legleiter et al., 

2007], and gravel, spheres, wire mesh, and square blocks in laboratory flumes.  The 

differences in roughness type, as well as differences in the spatial concentration of 

roughness elements on the bed, are probably the main reasons for scatter in the data.  

For example, the experiments of Nowell and Church [1979] were designed to assess 

variable concentrations of roughness elements with the same roughness length-scale 

(Lego blocks).  We made no attempt to account for the effect of roughness 

concentration, therefore the data of Nowell and Church [1979] plot as a vertical line on 

Figure 5, with increasing *max, / uuσ  corresponding to lower areal roughness 

concentration.  Their two experiments that have the largest values of *max, / uuσ  (and are 

the most significant outliers on Figure 5) had roughness concentrations of only ~ 0.01 

and 0.02.  It is likely that the parameter hks /  significantly overestimates the actual 

roughness in these experiments due to the extremely low roughness concentrations 

used.  If a roughness concentration correction were made, these points would be shifted 

to the left on Figure 5 (i.e., smaller hks / ) and would be more in line with the rest of the 

data. 

To our knowledge, a unified model for the turbulence intensity as a function of 

relative roughness has yet to be proposed.  We hypothesize that the reduction in 

turbulence intensity with increasing relative roughness is due to reduced macro-scale 

turbulent motions.  For the same total shear stress, deeper flows are faster near the free 

surface, and therefore velocity fluctuations can be larger because the differential flow 
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velocity across the total depth is greater.  Based on the evidence for scaling of turbulent 

sweeps to the outer-flow variables (discussed above), it seems plausible that turbulence 

intensity also should scale with the depth-averaged flow velocity U, which in turn is a 

function of relative roughness.  We therefore propose that  
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u
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=        (21) 

 

where 2α  is a constant of proportionality between the depth-averaged velocity and the 

peak near-bed turbulence intensity.   

Many formulas have been proposed for the depth-averaged flow velocity of 

gravel-bed rivers and steep streams.  One of the most widely used is that of Bathurst 

[1985], 
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Combining equation (21) and (22) results in a semi-empirical model for the peak 

turbulence intensity 
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where, based on a best fit with data in Figure 5, 2α  = 0.2.  Thus, the peak turbulent 

fluctuations are typically 20% of the depth-averaged velocity, and decrease with 

increasing relative roughness. 

 

5.4.8. Summary of Slope-Dependent Effects 

  In summary, there are several potential mechanisms for the observed reduction 

in sediment mobility with increasing slope and relative roughness. These are variations 

in drag from channel walls and morphologic structures on the bed, friction angles, 

particle emergence, air entrainment, lift and drag coefficients, and the structure of the 

local velocity and turbulent fluctuations.  Drag from channel walls and morphologic 

structures, as well as friction angles, might vary with channel slope in some natural 

streams due to changes in channel and bed morphology, but the dependency on slope is 

most likely negligible in flume experiments.  Since, both laboratory and field 

measurements show approximately the same trend in c*τ  with S, these factors alone 

cannot explain the data.  Grain emergence and aeration are potentially important, but 

cannot explain the data for relatively low slopes.  Lift and drag coefficients, 

unfortunately, are poorly known.  The data that exist suggest that the drag coefficient 

increases with increasing slope due to backwater effects and an associated pressure 

differential, which would increase the mobility of particles on steeper slopes.  This 

suggests, through a process of elimination, that the local flow velocity about the grains 

must decrease with increasing slope.  Indeed, experimental studies have shown that, for 

the same bed shear stress, both the average local velocity and the magnitude of near-bed 

turbulent velocity fluctuations tend to decrease with increasing slope.  These effects 
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appear to be due to variations in the vertical structure of mixing (i.e., the eddy viscosity) 

and large-scale turbulent motions as a result of changes in relative roughness.   

 

5.5. Model Evaluation and Results 

In order to explore the potential slope-dependent effects quantitatively, cT*τ  is 

calculated as a function of bed slope following equation (12). Equation (12) is solved 

using a simple iterative numerical scheme since bed slope appears on both sides of the 

equation.  For a given total shear stress and channel slope, flow depth is solved from 

equation (11).  The ratio of the lift force to the drag force is set to LF / DF  = 0.85 

[Chepil, 1958; Wiberg and Smith, 1987a].  Since much of the data in Figure 1 have been 

corrected for wall drag, we set wτ = 0 in equation (12), which makes equations (12) and 

(13) equivalent (i.e., cT*τ  = cTR*τ ). The component of the total stress spent on drag from 

morphologic structures (mτ ) initially is set to zero for simplicity, since it is unlikely to 

contribute to a slope dependence as discussed in Section 5.4.2.  The sensitivity of the 

model to morphologic drag is discussed in Section 5.7.  The submerged specific density 

of sediment is set to r = 1.65 for siliceous material.  The friction angle is initially set to 

60˚ for the case of D ≅  ks [Wiberg and Smith, 1987a].  The sensitivity to different 

friction angles and a heterogeneous grain-size distribution are considered in Section 5.6.  

Only coarse sediment is considered, so that viscous effects are neglected and DC  = 0.9 

[Nelson et al., 2001; Schmeeckle et al., 2007].  Spherical particles are assumed, and the 

cross-sectional area of the particle that is exposed to the flow xsA  and the submerged 

volume of the particle psV  are given in Appendix 1.  First we discuss the baseline log-
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profile model and then systematically include particle emergence, flow aeration, the 

quadratic velocity profile, and turbulent fluctuations. 

 

5.5.1. Baseline Log-Profile Model 

Initially, equation (12) is solved by neglecting all of the slope-dependent effects 

discussed above and therefore is similar to the model presented by Wiberg and Smith 

[1987a].  The logarithmic velocity profile (equation 16) was squared and integrated 

from Dzz ≤≤0  and combined with equation (12).  As shown in Figure 6, the log-

profile model predicts a relatively constant value of cT*τ  for low channel slopes that 

decreases rapidly at high channel slopes.  This trend is expected from inspection of 

equation (12) – as the channel slope approaches the friction angle, cT*τ  tends to zero.  

This model does not match the data well.   

 

5.5.2. Particle Emergence 

Including particle emergence produces the exact same trend as the baseline log-

profile model, except for channel slopes greater than about 0.05 where cT*τ  abruptly 

increases as particles emerge from the flow (Figure 6).  Again, at very high slopes  cT*τ  

is forced to zero where the channel slope equals the friction angle.  The dashed line in 

Figure 6 separates the regions of particle submergence (D < h) and emergence (D > h). 
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Figure 6.  Model predictions and data for critical Shields stress as a function of channel 
slope.  The effects considered include: 1) logarithmic velocity profile, 2) particle 
emergence, 3) flow aeration, 4) quadratic velocity profile, and 5) turbulent fluctuations.  
These are included cumulatively, such that the thick solid line represents all of the 
effects.  The dashed diagonal line separates the fields of particle submergence (D < h) 
from emergence (D > h). The model predicts cT*τ  = 0 where the bed-slope angle equals 

the friction angle, indicated by the vertical dashed line.  Note that the predictions for S > 
0.57 should not be deemed reliable, as these slope angles (> 30 degrees) are larger than 
the typical angle of repose of loose sediment.  Data shown are the same as Figure 1.   
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5.5.3. Flow Aeration 

The effective density of the water-air mixture was calculated using equations 

(14) and (15).  As mentioned above, equation (15) should provide a minimum estimate 

of aeration.  Flow aeration has little affect for channel slopes less than 0.01 (Figure 6).  

In the region of 0.01 < S < 0.05 flow aeration tends to offset the gravitational effects in 

the baseline log-profile model, resulting in a more constant value of cT*τ .  For channel 

slopes greater than 0.05, aeration causes a slightly greater cT*τ , but the model prediction 

is dominated by the effect of emergence at these large slopes. 

 

5.5.4. Quadratic Velocity Profile 

 The effects of wake mixing on the eddy viscosity is introduced in the model by 

using the quadratic velocity profile (equation 20), rather than the log profile (equation 

16).  By including the quadratic velocity profile, particles on all slopes are predicted to 

be less mobile and hence the Shields curve is shifted upwards.  This is because the 

quadratic profile predicts lower velocities than the log profile at all channel slopes 

(Figure 4).  Importantly, including the quadratic profile results in an increasing critical 

Shields stress with slope in the region of particle submergence.  This also results in a 

smoother transition from fully submerged to partially emerged grains. 

 

5.5.5. Turbulent fluctuations 

 Sediment is most likely to be entrained when turbulent fluctuations act to 

increase the local velocity around the grains above the average velocity.  These down-
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stream directed turbulent fluctuations, therefore, are included in the model by equating 

the local velocity )(zu  in equation (12) to an effective entrainment velocity, which is 

the sum of the local average velocity )(zu  and the magnitude of turbulent excursions 

max,uσ  (i.e., max,)()( uzuzu σ+= ).  For simplicity, max,uσ  is assumed to be uniform about 

the exposed cross-sectional area of the particle xsA  and is given by equation (23) with 

2α  = 0.2.   

 The model indicates that turbulent fluctuations affect incipient motion 

significantly. First, fluctuations increase the drag and lift forces on the particle, so that 

mobility is increased (i.e., cT*τ  is decreased) for all channel slopes (Figure 6).  Second, 

the magnitude of the fluctuations are much larger for lower slopes (deeper flows), 

which results in a significant increase in cT*τ  with increasing channel slope.  The result 

is a model that reproduces the trend and the magnitude of the data well. 

 

5.5.6. Summary of Model Results 

The baseline log-profile model does not predict the empirical trend of increasing 

cT*τ with channel slope; in fact, it predicts an opposite trend.  In light of this, the 

additional components considered here are a considerable improvement.  Aeration has 

the least affect on the trend of the data.  Particle emergence is significant, but only for 

slopes greater than 0.05.  The most important effects considered are changes to the local 

velocity profile due to an eddy viscosity that incorporates wake mixing and changes to 

the intensity of velocity fluctuations due to the relative roughness dependency of macro-

scale turbulence.   
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5.6. Mixed Particle Sizes 

Thus far uniform-size sediment (or D = ks) has been assumed.  A more complete 

model must include heterogeneous particle sizes.  Mixed particle sizes can lead to 

important dynamics in gravel and boulder-bedded streams, such as particle clustering 

and size-selective transport [Paola et al., 1992; Wilcock and McArdell, 1993; Church 

and Hassan, 2002; Yager et al., 2007].  Assessing these processes in a rigorous way is 

beyond the scope of this chapter.  Here we take the simplistic approach of treating 

multiple grain sizes through the friction angle term in equation (12), which is 

dominantly a function of the particle size of interest D relative to the roughness length 

scale of the bed ks [Kirchner et al., 1990; Johnston et al., 1998].  Wiberg and Smith 

[1987a] proposed the geometric relation 
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based on the data of Miller and Byrne [1966], where ks is the median particle size (i.e., 

ks = D50) and *z  is the “average level of the bottom of the almost moving grain” and 

was found empirically to be 02.0* −=z  for natural sand [Wiberg and Smith, 1987a].   

Multiple Shields curves were generated for different friction angles from 

equations (12) and (24) (Figure 7).  Particles are more difficult to move for larger 

friction angles, which results in an upward shift of the Shields curve. When skD /  is 

unity, the friction angle given by equation (24) is predicted to be ≈0φ 60˚, which is 

consistent with the previous calculations (i.e., Figure 6).  More recent work on gravel- 
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Figure 7.  Model predications of the critical Shields stress versus slope for different 
values of the friction angle 0φ .  The model includes particle emergence, flow aeration, 

the quadratic velocity profile, and turbulent fluctuations.  The dashed diagonal line 
separates the fields of particle submergence (D < h) from emergence (D > h).  Each 
model prediction tends to zero at large slopes where the bed-slope angle equals the 
friction angle.  Data shown are the same as Figure 1.   
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beds have found ≈0φ  52˚ for skD /  = 1 [Buffington et al., 1992; Johnston et al., 1998].  

It also has been shown that friction angles can vary substantially for the same value of 

skD /  due to variable pocket geometries [Kirchner et al., 1990].  Thus, it might be more 

appropriate to use a friction angle that is smaller than the mean angle predicted by 

equation (24).  As shown in Figure 7, however, the data are consistent with friction 

angles ranging from about 60˚ to 70˚.  This suggests that using a mean friction angle 

(e.g., equation 24) is reasonable.  We have adopted equation (24) over other empirical 

power-law relations to be consistent with previous modeling work [Wiberg and Smith, 

1987a].   

 To predict the sizes of grains that are most mobile for a given boundary shear 

stress, it is useful to normalize the critical shear stress by ks, rather than D, because ks is 

constant for a bed composed of multiple grain sizes [e.g., Wiberg and Smith, 1987a].  

The curves for different friction angles in Figure 7 are interpreted to represent different 

relative particle sizes skD /  following equation (24).  Hence, large friction angles are 

interpreted to be for particles with small skD /  and small friction angles are interpreted 

to be for particles with large skD / .  Figure 8 shows that the theoretical Shields curves 

collapse when normalized by ks (i.e., ( ) cTskD */ τ ), which indicates that the critical shear 

stress necessary to mobilize different sediment sizes does not vary significantly 

(typically less than a factor of three).  Moreover, the relative mobility of different sizes 

is a complex function of channel slope.   

This is clearer in Figure 9 where the critical shear stress is plotted versus the 

relative particle size [c.f. Wiberg and Smith, 1987a].  Here the critical shear stress 

needed to move a given size D is normalized by the value needed to move the size  



 205 

 

10
 -2

10
 -1

10
0

Channel slope S = tanβ

 
 

(D
/

k
s
)τ

*
c
T

10
-4

10
-2

10
0

10
-3

10
-1

φ = 70°
0

φ = 40°
0

φ = 50°
0

φ = 30°0

φ = 80°0

φ = 60°
0

 
 

Figure 8.  Same as Figure 7 except that the critical shear stress needed to move particle 
size D is normalized by ks, which is constant for a bed of multiple particle sizes and 
represents here the median particle size on the bed.  Thus, the curves indicate the 
relative mobility of different particle sizes under the same shear stress.  The relationship 
between D, ks, and 0φ  is given by equation (24).   
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Figure 9.  Total shear stress at incipient motion of particle size D normalized by the 
total shear stress necessary to move particle size D = ks, versus the relative particle size 

skD / .  Here, sk  represents the median particle size on the bed.  The horizontal dashed 

line represents equal mobility.  The diagonal dashed line represents size-selective 
transport given by the Shields stress, where the critical stress is proportional to the 
particle size.  
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skD = , where, following Wiberg and Smith [1987a], sk  is interpreted to be the median 

particle size.  Thus, particle sizes that are more difficult to move than skD =  have 

values greater than unity and particles that are easier to move have values less than 

unity.  A horizontal line represents equal mobility – where all particle sizes move at the 

same shear stress.  For most channel slopes and particle sizes, the model predicts near 

equal mobility for the fine fraction skD < .  The coarse fraction, on the other hand, is 

predicted to be the most mobile sediment on low slopes (S < 0.01), the least mobile 

sediment on steep slopes (S > 0.05), and approximately as mobile as the finer material 

on the moderate slopes in between.  The latter finding is consistent with most studies, 

which have shown that sediment is nearly equally mobile, since many gravel-bed rivers 

studied have moderate slopes around 0.02 [e.g., Parker, 1990; Parker et al., in press].  

The large values of relative shear stress for the coarse fraction on steep slopes is also 

consistent with observations that boulders are relatively immobile in mountain streams 

[e.g., Yager et al., 2007].  The reason for the systematic increase in relative shear stress 

with S for the coarser fraction is primarily because large particles become emergent 

from the flow before smaller particles, rendering them less mobile.   

The force balance model described here provides a straightforward method of 

predicting relative mobility of a mixed bed.  These predictions, however, should be 

treated with caution.  For example, on very low slopes (S < 10-2) the model predicts that 

coarse particles will move before finer particles (Figure 9).  This is because the 

increased weight of larger particles is more than compensated for by smaller friction 

angles, which renders coarser particles more mobile.  While this tendency has been 

documented before [Solari and Parker, 2000; Brummer and Montgomery, 2003], size-
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selective mobility favoring finer sediment is typically considered the norm [e.g., 

Parker, 1990; Buffington et al., 1992; Paola et al., 1992; Powell et al., 2001; Ferguson, 

2003].  Others have found similar results as our model and argued that shifting of 

coarser particles could allow rapid entrainment of finer sediment [Kirchner et al., 

1990], or coarser particles might be partially buried by fines [Buffington et al., 1992], 

rendering mixtures more equally mobile than simple models predict.  We caution that 

changes to the empirical coefficients used to model aeration, wake mixing, and 

turbulent fluctuations would alter the overlap between the Shields curves in Figure 8, 

which could affect the predictions of size-selective mobility. 

 

5.7. Discussion  

5.7.1. Drag from Morphologic Structures 

In the calculations above, the magnitude of stress spent on morphologic structures 

was set to zero (mτ  = 0) for simplicity. While it was argued in Section 5.4.2 that 

morphologic drag appears to be independent of channel-bed slope, it is probable that the 

magnitude of drag due to protruding particles, particle clusters and larger morphologic 

structures is non-negligible in flume experiments and natural streams [e.g., Millar , 

1999].  We calculated the critical Shields stress as a function of slope using equation 

(12) with =0φ 60˚ for constant values of the ratio of morphologic drag to the total stress 

( mτ / Tτ ).  As expected, including a constant value of mτ / Tτ  (i.e., one that does not 

trend with channel slope) changes the magnitude of the critical Shields stress for a given 

slope (Figure 10).  Increasing mτ  causes an increase in cT*τ  because a smaller portion 
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of the total stress is available to move sediment.  The model fits the data well if 

morphologic drag is set between 0 and 60% of the total driving stress.  Larger portions 

of drag (e.g., 80%) result in an over-prediction of the data.  This estimated range in 

morphologic drag is consistent with estimates by Parker et al. [in press] that 

morphologic form drag typically ranges from 21% to 57% of the total driving stress, 

based on a compilation of bankfull hydraulic measurements from gravel-bed rivers.    

In order to make the model easier to apply, we have fit expressions to the theoretical 

curves in Figure 10 for Tm ττ /  = 0%, 40%, and 60%.  It was found that 4th-order 

polynomials approximate well the theoretical curves for 5.010 4 <<− S : 

 

[ ]01
2

2
3

3
4

4* exp PXPXPXPXPcT ++++=τ      (25) 

 

where )142ln(407.0 SX =  after performing a centering and scaling algorithm to 

improve the least-squares fit.  0P , 1P , 2P , 3P  and 4P  are constants given by -3.57, 

0.476, 0.199, 0.107, and 2.49 x 10-2 respectively for  Tm ττ /  = 0%; -3.14, 0.410, 0.142, 

8.94 x 10-2, and 2.59 x 10-2 respectively for  Tm ττ /  = 40%; and -2.8, 0.377, 0.121, 7.44 

x 10-2, and 2.02 x 10-2 respectively for  Tm ττ /  = 60%.  The errors for these approximate 

curves are less than the thickness of the lines on Figure 10 within the regime 

5.010 4 <<− S . 
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Figure 10.  Model predications of the critical Shields stress versus slope for different 
values of the ratio of the stress borne by morphologic structures to the total stress 

Tm ττ / .  The model includes particle emergence, flow aeration, the quadratic velocity 

profile, and turbulent fluctuations.  The dashed diagonal line separates the fields of 
particle submergence (D < h) from emergence (D > h).  Each model prediction tends to 
zero at large slopes where the bed-slope angle equals the friction angle.  Data shown are 
the same as Figure 1.   
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5.7.2. Predicting Bed-Surface Grain Size 

Many river restoration efforts attempt to adjust bed-surface particle size to 

improve habitat (e.g., for salmonid spawning) [Kondolf and Wolman, 1993].  Over long 

timescales, it is commonly assumed that particle sizes on the channel bed are adjusted 

to the hydraulic conditions, so that the bankfull Shields stress bf*τ  is approximately 

equal to the critical Shields stress cT*τ [Parker, 1978; Andrews, 1983].  While 

oversimplified, such an assumption is powerful as it allows for a simple prediction of 

bed surface sediment size [e.g., Buffington et al., 2004].  Buffington and Montgomery 

[1999] collected data from several stream reaches with different morphologies to test 

the assumption that ≈bf*τ cT*τ .  They found that particle sizes were substantially finer 

than expected (i.e., bf*τ  > cT*τ ), which they attributed to morphologic form drag.  This 

conclusion was supported by the fact that reaches with more woody debris had larger 

bf*τ , as shown in Figure 11.  Their data also show, however, that for a given channel 

morphology (with presumably similar values of morphologic drag), bf*τ  systematically 

increases with channel slope and systematically deviates from the assumed cT*τ  = 0.03 

(Figure 11).  The increase in bf*τ  with S is consistent with our model.  Figure 11 shows 

the model predictions (equation 12) for different ratios of morphologic drag to the total 

stress.  The model predictions are an improvement over assuming cT*τ  = 0.03, but still 

underestimate the data trend of increasing bf*τ  with S.  This could be due to systematic 

variations in drag or friction angles within each morphologic division, among other 

assumptions inherent in such an analysis [Buffington and Montgomery, 2001; Millar  
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Figure 11.  Field measurements of total bankfull Shields stress versus channel slope 
from Buffington and Montgomery [1999].  The data are stratified according to channel 
morphology.  The dashed line represents the predicted relation where cT*τ  = 0.03, as 

assumed by Buffington and Montgomery [1999].  The solid lines are the expected 
relations using our model (equation 12) for different percentages of stress borne by 
morphologic structures divided by the total stress ( Tm ττ / ). 
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and Rennie, 2001; Wilcock, 2001].  The model predicts that the plane bed reaches have 

morphologic drag that constitutes zero to 60% of the total stress.  In the wood-poor, 

pool-riffle reaches, morphologic drag is predicted to be about 60 to 80% of the total 

stress, and many of the wood-rich, pool-riffle reaches appear to have greater than 80% 

morphologic drag.  These results are consistent with field measurements and analysis by 

Buffington [1998, Chapter 3]. 

Most rivers networks tend to have finer sediment on their beds in the 

downstream direction.  This is typically attributed to abrasion of particles, selective 

transport of finer sediment, or a downstream reduction in shear stress.  Some workers, 

however, have found that particle size increases in the downstream direction [Solari and 

Parker, 2000; Brummer and Montgomery, 2003].  Our study offers an explanation for 

this counter intuitive finding.  If cT*τ  decreases downstream (because S decreases) more 

rapidly than the bankfull shear stress decreases, then the equilibrium particle size is 

predicted to increase downstream (if ≈bf*τ cT*τ ).  One then might expect to find 

downstream coarsening in steep headwater channels, since cT*τ  varies most strongly 

with slope for large slopes (Figure 6), which is consistent with the observations of 

Brummer and Montgomery [2003].   

 

5.7.3. Implications for Low and High Gradient Channels 

In lowland gravel-bed rivers, equation (12) indicates that cT*τ  can be a factor of 

two smaller than 0.03.  In most natural settings, these low sloping rivers could have 

substantial concentrations of sand on the bed.  The model of Wilcock and Crowe [2003], 

based on the experiments of Wilcock et al. [2001], shows that sand can cause a 
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reduction in cT*τ  from about 0.035 to 0.02 where the sand fraction increases from 10% 

to 30%.  These workers also report a systematic reduction in channel slope with 

increasing sand content (from about 8 x 10-3 to 1.4 x 10-3).  Our model predicts a similar 

reduction in cT*τ  for this range in slopes due enhanced near-bed average velocities and 

turbulent fluctuations, without regard to sand content (Figure 6).  More work is needed 

to sort out the potential overlapping influences of sand content and channel slope on 

incipient motion.  

Most of the river network in hilly and mountainous landscapes is composed of 

small, steep channels, which are typically mantled by coarse sediment.  The transport of 

boulders is considered a rate limiting process for bedrock erosion [Seidl et al., 1994; 

Sklar and Dietrich, 2004; Lamb et al., 2006] and has been shown to set the concavity of 

the longitudinal profile [Sklar and Dietrich, 2006].  It is common to assume that boulder 

transport on slopes > 0.1 occurs only by debris flows [Stock and Dietrich, 2003], or that 

boulders must break down in place.  Moreover, stream-restoration researchers now 

place boulder clusters or other roughness elements in steep streams in an attempt to 

capture and store sediment to restore quasi-natural conditions [Rosgen, 1996; Stallman 

et al., 2004].  These efforts are hampered because application of a constant c*τ  in 

mountain streams has had little success [e.g., Zimmermann and Church, 2001]. Our 

study allows for quantitative field estimation of boulder transport by fluvial processes.  

Equation (12) indicates that boulders become increasingly difficult to move by fluvial 

processes with increasing slope – but not impossible, as long as there is sufficient flow 

and boundary shear stress. 
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Also of note is the possibility that the peak in the critical Shields stress (Figure 

10) identifies a zone of channel slopes in which sediment transport converges, which 

could be important for debris flow initiation.  At very large slopes that approach the 

friction angle, sediment is highly mobile due to the large gravitational force pulling 

particles downslope.  Particles that are transported in these steep zones by overland flow 

or raveling [e.g. Imaizumi et al., 2006] might collect at lower slopes where particles are 

relatively immobile (i.e., for slopes of about 0.2 < S < 0tanφ ), which could eventually 

lead to failure initiating debris flows.   

 

5.8. Conclusions 

The critical Shields stress for incipient motion of sediment in open-channel flow 

increases with channel slope.  This observation is contrary to standard theoretical 

models for incipient motion that predict increased mobility with increasing channel 

slope due to the added gravitational force in the downstream direction. Several 

processes might explain this discrepancy including variable drag caused by 

morphologic structures, wall drag, friction angles, grain emergence, flow aeration, 

changes to the vertical structure of flow velocity, and turbulent fluctuations.  Increasing 

friction angles and drag due to changes in bed morphology do not appear to be the cause 

of the slope dependency, as is often assumed, because significant changes in bed 

morphology in controlled flume experiments seems unlikely.  Moreover, data from 

flume experiments and natural streams are not significantly different, which suggests 

that other processes are responsible for the slope-dependent critical Shields stress.  A 
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simple 1-D force-balance model indicates that the effect of aeration is small, and that 

grain emergence cannot explain the trend in the data for low slopes (S < 0.1).  Through 

a process of elimination, it is concluded that the local velocity about the grains must 

decrease with increasing channel slope, for the same shear stress and particle size.  A 

quadratic profile for the average local velocity is proposed based on a 1-D eddy 

viscosity model where mixing is dominated by wakes shed by particles.  Inclusion of 

this profile in the force balance improves the model predictions of the trend in the data.  

To include the fluctuating component of local velocity due to turbulence, we 

hypothesize that the intensity of near-bed turbulent fluctuations are proportional to the 

depth-averaged flow velocity.  A compilation of data supports this hypothesis and 

reveals the proportionality constant to be ~0.2.  The combined effects of particle 

emergence, an eddy viscosity that incorporates wake mixing, and turbulent fluctuations 

in the model produce increasing cT*τ  with increasing slope that match the available data 

well.  Collectively, these effects arise because of the coincident change in relative 

roughness with slope, since flow depth is inversely related to channel slope for a given 

bed-shear stress and particle size.  Extension to multiple grain sizes indicates that the 

coarse fraction becomes increasingly less mobile on steeper slopes, primarily due to 

particle emergence.  A slope-dependent critical Shields stress has broad implications as 

the assumption of constant c*τ  is the basis of many models used to predict such things 

as bedload transport, debris flow entrainment, bedrock erosion, downstream fining, and 

bed particle size.   
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5.9. Appendix 1 – Integrating Partial Spheres 

The cross-sectional area of the particle that is exposed to the flow xsA  and the 

volume of the particle during partial emergence psV  are calculated by integrating a 

partial sphere.  Let Dhh /* =  and Dzz /* 00 = .  xsA  is given by 
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and does not include the portion of the particle that is below oz  or above h.  No account 

of shielding due to grain packing or burial are taken into account except through the 

term oz .  When a particle is fully submerged xsA  is given by 
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The partially submerged volume of a particle psV  is given by  
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For a fully submerged sphere ( 1* ≥h ) psV  = pV  = 36/1 Dπ .  More detail on these 

integrations can be found in Yager et al. [2007]. 
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Chapter 6 

A Model for Fluvial Bedrock Incision by 
Impacting Suspended and Bedload 
Sediment 
 
 
 
6.1.  Introduction 

River incision into bedrock is one of the fundamental drivers of landscape 

evolution and propagates climatic and tectonic signals throughout drainage networks.  

Incision into rock occurs relatively slowly and during large infrequent flood events 

making it difficult to investigate mechanistically. Instead, geomorphologists typically 

have relied on reach-scale rules to characterize river incision, for example, by setting 

the rate of erosion to be a function of boundary shear stress [Howard and Kerby, 1983; 

Seidl and Dietrich, 1992] or stream power [Howard et al., 1994; Seidl et al., 1994; 

Whipple and Tucker, 1999].  These models are limited in application, however, because 

they mask the physical mechanisms by which bedrock erosion occurs.  More realistic 

model predictions require advances in our quantitative understanding of erosion 

processes [e.g., Dietrich et al., 2003; Whipple, 2004].   



 233 

One such model proposed by Sklar and Dietrich [2004] explicitly models the 

wear of bedrock by bedload particles (referred to as the saltation-abrasion model 

herein).  Application of the saltation-abrasion model and related efforts have led to 

significant insights into the controls of bedrock river morphology including, channel 

slope [Sklar and Dietrich, 2006; Gasparini et al., 2007], knickpoints [e.g., 

Chatanantavet and Parker, 2005; Wobus et al., 2006; Crosby et al., 2007], slot canyons 

[Carter and Anderson, 2006; Johnson and Whipple, 2007], and channel width 

[Finnegan et al., 2007; Nelson and Seminara, 2007; Turowski et al., 2008].  The 

saltation-abrasion model is incomplete, however, because it neglects other important 

mechanisms for river-bed erosion such as cavitation, plucking of jointed rock and 

abrasion by suspended sediment [Whipple et al., 2000].  Abrasion by suspended 

sediment in particular has been argued to be an important (or dominant) bedrock 

erosion mechanism in some natural streams [Hancock et al., 1998; Whipple et al., 2000; 

Hartshorn et al., 2002] owing in part to the frequent occurrence of polished surfaces, 

flutes, potholes, and undulating canyon walls.   

 In this chapter, we investigate erosion by suspended particles by deriving a 

total-load erosion model, which expands on the saltation-abrasion model of Sklar and 

Dietrich [2004] to include suspended particles.  Cavitation and plucking of jointed rock 

are not investigated here.   In Section 6.2, the saltation-abrasion model is reviewed 

briefly and the assumption that the impact rate is zero at the onset of suspension is 

discussed.  In Section 6.3, we propose that suspended particles do interact with the bed 

and that the impact rate scales with the product of the near-bed sediment concentration 

and the particle impact velocity.  The near-bed sediment concentration is found by 
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partitioning a given sediment supply between the bed and suspended load.  In Section 

6.4, commonly used formulas are adopted to solve the model, including the Rouse 

concentration profile to describe the vertical distribution of suspended sediment.  In 

Section 6.5, the total-load erosion model results are shown and compared to the 

saltation-abrasion model for different values of transport stage, sediment supply, 

particle size, and channel slope.  Finally, the entrainment capacity, viscous damping of 

impacts, and implications for natural streams are discussed in Section 6.6.      

 

6.2.  Saltation-Abrasion Model 

Sklar and Dietrich [2004], following the work of Foley [1980], Beaumont et al. 

[1992], Tucker and Slingerland [1994], and others, present a model for fluvial incision 

of bedrock by saltating sediment, which is briefly reviewed here.  The saltation-abrasion 

model was formulated by neglecting abrasion by all modes of sediment transport except 

saltation.  A planar bed, rectangular channel cross section, and uniform size sediment 

are assumed.  The model is zero-dimensional and thus assumes that the net effects of 

spatial heterogeneity in hydraulics, rock strength, and sediment supply can be 

adequately represented in terms of a unit bed area.   

The rate of vertical erosion E is defined as the product of the average volume of 

rock detached per particle-bedrock impact iV , the rate of particle impacts per unit bed 

area per unit time rI , and the fraction of exposed bedrock on the river bed eF  

 

eri FIVE = .        (1) 
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The volume of eroded bedrock per particle impact iV  is scaled by the kinetic energy of 

the particle impact 

 

v

isp
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ε
ρ 2
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1= ,       (2) 

 

where pV , sρ , iw and are the particle volume, density and impact velocity normal to 

the bed.  A threshold kinetic energy needed to cause erosion is not included based on 

abrasion mill experiments [Sklar and Dietrich, 2001].  vε  is the kinetic energy required 

to cause erosion of a unit volume of bedrock (i.e., units of energy per volume) and 

depends on the capacity of the rock to store energy elastically.   
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where Tσ  is the tensile yield strength and Y is Young’s modulus of elasticity of the 

bedrock.  vk  is a dimensionless coefficient found to be of the order 106 [Sklar and 

Dietrich, 2006].    

The rate of particle-bedrock impacts per unit bed area rI  is given by  

bp

b
r LV

q
I = ,        (4) 
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where bq  is the volumetric sediment flux per unit channel width traveling as bedload 

and bL  is the saltation hop length.  Note that bq  in this chapter is the same as sbq ρ/  

defined by Sklar and Dietrich [2004], since they defined bq  to be a mass flux rather 

than a volumetric flux.  

 Following the hypothesis of Gilbert [1877], the fraction of the river bed that is 

not covered with alluvium, and is therefore exposed bedrock, eF  is assumed to vary as  

 


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


−=
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b
e q

q
F 1 ,        (5) 

 

where bcq  is the volumetric bedload sediment-transport capacity per unit channel width 

[Slingerland et al., 1997; Sklar and Dietrich, 2004].  This linear relationship has yet to 

be tested in nature, and others have argued that an exponential relationship is more 

appropriate [Turowski et al., 2007].  Herein we use equation (5) to simplify later 

comparison of the saltation-abrasion model with the total-load erosion model.  Equation 

(5) must be true in the end-member cases at steady state. Where the supply of sediment 

exceeds the transport capacity, sediment is deposited on the bed and the bedrock is 

protected from erosion.  This is typically the case in alluvial, transport-limited rivers 

and many formulas exist to predict the sediment transport (and hence the transport 

capacity) under such conditions [e.g., Fernandez Luque and van Beek, 1976].  On the 

other hand, if the sediment supply is zero, the river bed will be free of cover.  In this 

case, however, no erosion will occur because there are no particles to impact the bed.   
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 Combining equations (1) – (5) yields the composite expression of the saltation-

abrasion model 
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6.2.1. Particle Hop Length and the Transition to Suspension 

Perhaps most important for the present study is evaluation of the saltation hop 

length bL .  Sklar and Dietrich [2004] compiled data from numerous experimental and 

theoretical studies on particle saltation [Francis, 1973; Abbott and Francis, 1977; 

Wiberg and Smith, 1985; Sekine and Kikkawa, 1992; Lee and Hsu, 1994; Nino et al., 

1994; Hu and Hui, 1996] and found the best-fit relationship to be 
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where D  is the particle diameter and  (*τ / c*τ ) is the transport stage.  *τ  is the non-

dimensional bed stress or Shields stress given by  
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where R is the submerged specific density of the sediment ( ffsR ρρρ /)( −= ), fρ  is 

the density of the fluid, g  is the acceleration due to gravity, and *u  is the bed shear 

velocity.  c*τ  is the critical value of *τ  at the threshold of particle motion [Shields, 

1936].   

In the saltation-abrasion model, particle-hop length is assumed to be infinite for 

particles transported in suspension.  A flow is typically considered competent to 

suspend sediment if  

 

1/* ≥stwu ,        (9)  

 

where stw  is the terminal settling velocity of the sediment [Bagnold, 1966].  Therefore, 

Sklar and Dietrich [2004] modified equation (7) to be  
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and the erosion rate (equation 6) is zero if 1/* ≥stwu .   

The experimental particle trajectory data used to calibrate equation (10) does not 

extend into the regime 1/* ≥stwu , and thus the validity of equation (10) over equation 

(7) cannot be verified.  We hypothesize that suspended sediment does contribute to 

bedrock erosion due to particle-bedrock impacts.  In the next section, we develop this 
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hypothesis and present a model for bedrock erosion from suspended and bedload 

sediment.     

 

6.3. Total-Load Erosion Model 

Our model development follows the assumptions and limitations of previous 

work on erosion by bedload discussed above.  In particular, our model is zero-

dimensional and only considers incision into a flat bed by impacts of single-sized 

particles.  The model is based on the concept that suspended sediment actually is not 

held in a fluid indefinitely.  Instead, particles are continuously falling through the fluid 

due to gravitational settling and are advected towards the bed due to turbulence.  Where 

1/* ≥stwu , sediment travels both in suspension and bedload [Bagnold, 1966; van Rijn, 

1984; Nino et al., 2003].  Therefore, the incision model is developed to include impacts 

by both bedload and suspended particles (i.e., the total load) under a wide range of 

conditions, including 1/* ≥stwu .  

 

6.3.1. Settling Flux 

During conditions of suspended sediment transport (i.e., 1/* ≥stwu ), particles 

do impact and interchange with the bed.  Particles are entrained from the bed by 

coherent flow structures, which produce bursts of upward moving fluid [Grass, 1970; 

Jackson, 1976; Sumer and Deigaard, 1981; Nelson et al., 1995; Bennett et al., 1998].  

As these structures dissipate, particles tend to settle towards the bed at a rate near their 

settling velocity in still water [e.g., Sumer and Deigaard, 1981; Nino and Garcia, 
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1996].  This gravitational settling results in a volumetric flux of sediment towards the 

bed per unit area given by  

 

sbs wcf = ,            (11) 

 

where bc  is the near-bed volumetric sediment concentration and sw  is the gravitational 

settling velocity of the sediment (which can be less than stw ). Despite this downwards 

sediment flux, an equilibrium concentration of particles can be attained because there is 

a dynamic balance between the upward and downward fluxes of particles [Rouse, 1937; 

Smith and McLean, 1977; Parker, 1978; García and Parker, 1991; Bennett et al., 

1998].   

This concept is well illustrated in the experiments of Einstein [1968], in which a 

recirculating flume was used to create a steady, uniform flow over an open-framework 

and immobile gravel bed.  The flow was highly turbulent and capable of suspending the 

silt that was introduced into the flume ( stwu /*  ranged from 74 to 7.2 x 103).  Despite 

the fact that stwu /*  >> 1, the suspended particles did indeed impact the bed, the turbid 

flows eventually clarified, and a steady state concentration profile was not attained.  

This was because the suspended silt settled through the gravel on the flume bed and the 

downward flux of sediment was not balanced by a commensurate entrainment flux from 

the bed.   
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6.3.2. Particle-Bed Impacts 

Few experimental studies have traced the flow paths of individual suspended 

particles, which, along with the stochastic nature of such trajectories, makes it difficult 

to directly formulate an effective particle hop length for suspension.  Since classic 

suspension theory is based in terms of sediment concentration [Rouse, 1937], it is useful 

to formulate the impact rate as a function of sediment concentration instead of hop 

length.  Following the above arguments and equation (11), the rate of particle impacts 

per unit bed area can be expected on average to be proportional to the product of the 

near-bed sediment concentration and the particle velocity normal to the bed,  

 

p

ib
r V

wcA
I 1= .        (12) 

 

The impact velocity normal to the bed (iw ) is used here as a measure of the particle 

velocity instead of the gravitational settling velocity ( sw , as in equation (11)) because 

sw  might not be normal to the bed and impacts also can occur because of turbulent 

fluctuations (discussed in Section 6.4.4).  The coefficient 1A  < 1 accounts for the fact 

that some of the particles near the bed are advected upwards due to lift forces.   

Equation (12) is not specific to suspension and also holds for bedload.  For 

example, the downstream flux of bedload sediment can be written as  

 

bbbb HUcq = ,        (13) 
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where bU  is the  vertically averaged streamwise particle velocity and bc is the vertically 

averaged sediment concentration within the bedload layer of height bH .  The average 

bedload velocity can be scaled as  
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t

L
U 2≈= ,       (14) 

 

where it  is the timescale between bed impacts for an individual particle.  12 <A  

accounts for the fact that the average fall velocity within the bedload layer might be less 

than the near-bed settling velocity, and that the total time between impacts should also 

include the particle ejection or rise time as well as the fall time.  For example, Sklar and 

Dietrich [2004] suggest 3/12 ≈A .  Combination of equations (4), (13) and (14) results 

in  

 

p

sb
r V

wcA
I 2= ,        (15) 

 

which is the same as equation (12) provided that is wAwA 12 = .   

 

6.3.3. Sediment Supply 

In alluvial rivers with an unlimited supply of sediment on the bed and a steady-

state concentration profile, the settling flux of sediment near the bed sf  is equal to the 

entrainment capacity of the flow (per unit bed area) ef , which can be written as  
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se wf α= ,        (16) 

 

where α  is a non-dimensional sediment entrainment parameter (which is a function of 

stwu /*  [e.g., García and Parker, 1991]).  Thus, where se ff = , the near bed sediment 

concentration bc  can be determined directly from the hydraulics and sediment size 

because combination of equations (11) and (16) results in bc=α .  This is not the case 

in bedrock rivers.   

For supply-limited conditions typical of bedrock rivers, the concentration of 

particles in suspension (and thereforebc ) is not dependent on the entrainment capacity 

(i.e., bc>α ) and instead is determined by the sediment supply from the bed, banks, and 

upstream. By continuity 

 

χUHccudzq b

H

H

s

b

== ∫ ,       (17) 

 

where sq  is the volumetric flux of sediment per unit channel width traveling in 

suspension.  c and u are the depth-dependent concentration and downstream flow 

velocity per unit channel width, averaged over turbulent fluctuations. U is the depth-

averaged flow velocity in the downstream direction and H is the flow depth.  z is the 

coordinate perpendicular to the river bed and 10 ≤≤ χ  is the integral that describes the 

vertical structure of velocity and concentration.   In equation (17), it is assumed that the 
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average streamwise particle velocities are equal to the fluid velocities, as is typical for 

suspended sediment [e.g., McLean, 1992].   

To evaluate the impact rate given by equation (12), the near-bed sediment 

concentration must be known.  Here, we seek an expression for the near-bed 

concentration by partitioning the supplied sediment flux into bed and suspended load.  

To simplify matching the concentration profile between the bedload and the suspended 

sediment above, we assume that within the bedload layer ( bHz ≤ ) sediment is well 

mixed [e.g., McLean, 1992] with a concentration ofbc  (Fig. 1).  Equations (13) and (17) 

can be summed and solved for bc , 

 

bb
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q
c

+
=

χ
,       (18) 

 

where q  is the total volumetric flux of sediment traveling as both bed and suspended 

load per unit width, which is equivalent to the total sediment supply (per unit width) in 

the supply-limited conditions considered here.  Thus, inclusion of suspended sediment 

(rather than considering only bedload) lowers the near-bed sediment concentration and 

therefore the rate of impacts for a given sediment supply.  Equation (18), however, 

predicts a finite near-bed sediment concentration for all flow conditions. 

 

6.3.4 Composite Expression for the Total-Load Erosion Model 

 Substituting equations (2), (3), (5), (12) and (18) into equation (1) yields the 

combined model for erosion by bed and suspended sediment:   
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where bq  is found from equations (13) and (18) to be   
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6.4. Empirical Expressions and Calculation Procedure 

 Following Sklar and Dietrich [2004], the model is explored by holding some 

variables to constant values typical of a reference field site, the South Fork Eel River 

[Seidl and Dietrich, 1992; Howard, 1998].  As shown in Table 1, the characteristic 

sediment size and supply is set to D = 60 mm and q = 8.9 x 10-4 m3/s (see Sklar [2003] 

for details) based on the average landscape lowering rate of 0.9 mm/yr [Merritts and 

Bull, 1989].  The representative discharge is 39.1 m3/s, which has an exceedence 

probability of 0.013 and a transport stage of *τ / c*τ  = 1.7 [Sklar and Dietrich, 2004].  

Given this transport stage, the representative flow depth is found to be H = 0.95 m, 

assuming c*τ  = 0.03 (Table 1). 

In order to better show the effects of suspension, we also consider 1-mm sand in 

addition to the 60-mm gravel.  Note that the model is formulated in terms of single-

sized particles that travel in both suspended load and bedload.  A model incorporating 

multiple particle sizes interacting and impacting the bed at the same time is not  
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Table 1: Model Input and Output Values for Representative 
Field Case: South Fork Eel River, CA 

Channel Slope  S 0.0053 

Channel width  W 18 m 

Sediment supply  qs 8.9 x 10-4
 m

2/s 

Water discharge  qw 2.1 m2/s 

Flow velocity  U 2.2 m/s 

Flow depth  H 0.95 m 
 

Shear velocity *u  0.22 m/s 

Rock tensile strength  Tσ  7 MPa 

Young's Elastic Modulus  Y  5.0 x 104  MPa 

Rock resistance parameter  vk  1.0 x 106 

Critical Shields stress   *
cτ  0.03 

Sediment density  sρ  2650 kg / m3 

Water density  fρ  1000 kg / m3 

Kinematic viscosity of water ν  10-6 m2/s 

Sediment Size D 60 mm , 1 mm 

Transport stage ** / cττ  1.7 , 102 

Particle fall height fH  79 mm, 38 mm 

Terminal settling velocity stw  0.98 m/s, 0.13 m/s 

Bedload velocity bU  1.26 m/s, 2.2 m/s 

Bedload concentration bc  0.0089, 0.0151 

Bedload layer height bH  72.3 mm, 14.5 mm 

Bedload transport capacity  qbc 1.0 x 10-3 m2/s, 3.8 x 10-3 m2/s 

Erosion rate E 31 mm/yr, 10 mm/yr 

 
 

τ
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attempted here.  Thus, our calculations assume that the total load is composed either 

exclusively of 60-mm gravel or exclusively 1-mm sand.  For the later case, the 

hydraulic and geometric conditions are set to the same representative values used for D 

= 60 mm, for purposes of comparison.  In particular, with an equivalent representative 

discharge and flow depth, the transport stage for the 1-mm sand is found to be *τ / c*τ  = 

102 (Table 1).  For simplicity, we use a constant value of c*τ  = 0.03 throughout, 

although a particle Reynolds number or relative roughness dependency could be 

explored in the future [Buffington and Montgomery, 1997; Lamb et al., 2008].    

To solve equation (19), expressions for the flow velocity, bedload transport 

capacity, bedload-layer height and velocity, sediment concentration, and impact 

velocity are needed.  Due to the simplifying assumptions in developing the model (e.g., 

zero-dimensional, single-sized sediment, etc.), simple and commonly used formulas for 

these variables are employed here. 

    

6.4.1. Flow Velocity 

 For turbulent boundary-layer flow in a channel, the downstream velocity can be 

calculated as   
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       (21) 

 

where 0z  is a function of the boundary roughness and κ  is von Karman’s constant (~ 

0.41) (Fig. 1).  The shear velocity is calculated from ( ) 2/1
* sinθgHu = , where θ  is the 
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channel-bed-slope angle.  Strictly speaking, equation (21) is only applicable to the 

lower ~ 20% of the water column, and an adjustment to the eddy viscosity should be 

made for the upper portion of the flow [e.g., Coles, 1956; Gelfenbaum and Smith, 

1986].  Modifications to the eddy viscosity should also be made due to stratification and 

form roughness [Vanoni, 1946; McLean, 1992; Wright and Parker, 2004].  For our 

purposes, we will assume that equation (21) is applicable throughout the water-column; 

however, it it could be replaced with a more complete expression if desired. The depth-

averaged flow velocity U can be found by integrating equation (21) 
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For the following calculations we set 30/0 nDz =  with the empirical coefficient 

n = 3 [e.g., Kamphius, 1974].  In order to hold the hydraulic conditions constant for D = 

60 mm and D = 1 m, we evaluate the roughness using D = 60 mm for both cases.  This 

is done to simplify comparison.  We suspect, however, that this might be an inaccurate 

parameterization of the flow roughness in natural bedrock streams where the bed is only 

partially covered with sediment.  Furthermore, hydraulic roughness might be dominated 

by the banks, immobile boulders, or sculpted forms on the beds [Finnegan et al., 2007; 

Johnson and Whipple, 2007; Yager et al., 2007].   

The resulting velocity profile for the representative conditions of the South Fork 

Eel River using equation (21) are shown in Figure 1.  The depth-averaged velocity is 

calculated from equation (22) to be U = 2.2 m/s (Table 1).    
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Figure 1.  Schematic showing vertical profiles of sediment concentration c (equation 
26) and velocity u (equation 21) for the conditions of the Eel River (Table 1), and for A) 
60-mm gravel and B) 1-mm sand.  Also shown are the calculated heights of the bedload 
layer Hb (equation 25), weighted-average particle-fall heights Hf  (equation 32), flow 
depth H (Table 1), and the near-bed sediment concentration bc  (equation 18). 
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6.4.2. Bedload Transport Capacity, Layer Height, 
          Concentration, and Velocity 
 
 Many equations exist for the bedload transport capacity.  Here, we use the 

relation of Fernandez Luque and van Beek [1976]: 

   

( ) ( ) 23

**

2137.5 cbc RgDq ττ −= .      (23) 

 

The sediment transport capacity for the two representative cases is found to be 1.0 x 10-

3 m2/s and 3.8 x 10-3 m2/s for the 60-mm gravel and the 1-mm sand, respectively (Table 

1).   

The depth-averaged bedload velocity and layer height are given as empirical 

expressions by Sklar and Dietrich [2004] derived from several different bedload 

studies.  The best fit relationships are  
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The bedload velocities and layer heights for the two representative cases are found to be 

bU  = 1.26 m/s and bH  = 72.3 mm for the 60-mm gravel, and bU  = 2.6 m/s and bH  = 

14.5 mm for the 1-mm sand (Table 1).  For the 1-mm sand, equation (24) predicts a 
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bedload velocity that is greater than the depth averaged fluid velocity.  The high 

transport stage for the sand (*τ / c*τ  = 102) is beyond the range of empirical data used to 

formulate equation (24).  At large transport stages, particle velocities instead approach 

the fluid velocity [e.g., Bennett et al., 1998].  To account for this effect, we set UU b =  

where equation (24) predicts UU b > .  Likewise, in rare cases with large transport 

stages, large channel slopes, and small flow depths, the empirical equation (25) predicts 

a bedload layer height (i.e., a saltation hop height) that is greater than the flow depth.  In 

reality, under these conditions the bedload layer likely occupies the entire depth of flow.  

Therefore, where this occurs we set HH b = . Using these expressions, the near-bed 

concentration of particles (equation (18)) is found to be 0.0089 and 0.0151 for the 60-

mm gravel and the 1-mm sand, respectively (Table 1).  

 

6.4.3. Vertical Structure of Suspended Load 

In order to evaluate the erosion rate, the vertical structure of the suspended 

sediment load must be known.  Here we use the most widely accepted expression for 

the vertical profile of suspended sediment – the Rouse [1936] equation  
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where Hzz /=ζ , HHbb /=ζ , and *uwP st βκ= is the Rouse parameter (Fig. 1).  To 

arrive at equation (26), Rouse balanced the entrainment and settling flux of suspended 
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sediment, and scaled the entrainment flux as a diffusive process using the well-known 

parabolic eddy viscosity of momentum for steady, uniform flow: 

 

)/1(* HzzuT −= κβν .       (27) 

 

The coefficient β  is typically thought to be a constant of order unity and accounts for 

any differences between the diffusivity of momentum and sediment.  

 As discussed above for the logarithmic velocity profile, several authors have 

argued that the Rouse profile should not apply because equation (27) is only applicable 

to the lower 10 – 20% of the water column.  Nonetheless, experimental data support use 

of the Rouse equation throughout the water column, with β  ranging from 

approximately 0.5 to 3 [Bennett et al., 1998; Graf and Cellino, 2002; Nezu and Azuma, 

2004; Wren et al., 2004; Muste et al., 2005].  Due to the present uncertainty in the value 

of β , we simply assume that 1=β  in the following calculations. 

 To apply equation (26), the near-bed concentration ( bc ) is calculated from 

equation (18), where the integral relating suspended-sediment flux to the bulk 

parameters of the flow (χ ) can be found from equations (17), (21), and (26) as  
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The resultant concentration profiles for the representative cases are shown in Figure 1.  

Due to the low value of the transport stage, most of the 60-mm gravel is contained 
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within the bedload layer.  In contrast, a significant portion of the sediment extends 

above Hb for the 1-mm sand.     

 

6.4.4. Particle Impact Velocity 

For saltating sediment, Sklar and Dietrich [2004] used a scaling analysis 

combined with their empirical fits for Lb, Ub, and Hb to obtain an expression for the 

impact velocity, 
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Equation (29) cannot be used in our model because the empirical data used to calibrate 

the equation does not extend into the suspension regime.   

As an alternative approach, we consider particle impacts at the bed due to 

gravitational settling of particles and advection by turbulent eddies.  First, we calculate 

the impact velocity due to gravitational settling directly from a momentum balance for a 

falling particle. It is important to calculate the settling velocity as a function of fall 

distance rather than assuming a terminal velocity because large particles might not have 

sufficient settling distance to reach terminal velocity upon impact.  The component of 

the particle settling velocity normal to the bed can be calculated from a balance between 

the forces of gravity and drag as   
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is the terminal settling velocity of the sediment (see Appendix 1).  The drag coefficient 

dC  depends on the particle Reynolds number and grain shape, and we calculate dC  

from the empirical formula of Dietrich [1982] for natural sediment (Corey Shape Factor 

= 0.8, Powers Roundness Scale = 3.5).   

The particle velocity given by equation (30) depends on the distance over which 

a particle falls ( fH ).  In a combined bedload and suspension flow, particles are falling 

from all distances above the bed (z), from the top of the bedload layer to the depth of 

the flow ( HzH b ≤≤ ).  For uniform-size sediment, the average height from which 

particles fall should depend on the fraction of particles that are suspended to that 

elevation.  Therefore, the shape of the steady-state concentration profile should reflect 

the relative heights that particles are suspended (and therefore their fall distances). To 

incorporate these effects, we propose an average fall distance that is weighted by the 

proportion of the total near-bed sediment bc  that is suspended to that height, 

 



 255 

dz
dz

dc
z

c
H

Hb
f ∫=

01
.       (32) 

 

Equation (32) produces expected results.  For example, if all sediment is 

bedload, then equation (32) predicts that all particles fall from the top of the bedload 

layer, i.e. fH  = bH , because we assume that sediment is uniformly mixed within the 

bedload layer, i.e. 0=
dz

dc
 for bHz < .  The calculated fall distances are shown on 

Figure 1 for the two representative cases.  For the 60-mm gravel, fH  = 79.2 mm, which 

is only slightly greater than the bedload layer height ( bH  = 72.3 mm) (Fig. 1).  For the 

1-mm sand, fH  = 38.4 mm and is greater than bH  = 14.5 mm, which is expected 

because the high transport stage for the sand results in more of the load carried 

above bH .  

 In addition to gravity, turbulent fluctuations can advect particles away from the 

bed (resulting in zero impacts) and towards the bed (resulting in an increased impact 

rate).  Rigorously characterizing the temporal and spatial variability in turbulent 

fluctuations is beyond the scope of this chapter.  As a first-order approach, we assume 

that turbulent fluctuations follow a Gaussian distribution [e.g., Bridge and Bennett, 

1992; Nezu and Nakagawa, 1993; Cheng and Chiew, 1999].  The probability density 

function (P) of velocity fluctuations (w’) is given by 
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where 2'ww =σ  is the standard deviation of velocity fluctuations perpendicular to the 

bed and the overbar denotes a time average.  The standard deviation of these velocity 

fluctuations has been shown to be approximately equal to *u  in open-channel flow 

[Nezu and Nakagawa, 1993], which we employ here (i.e., *uw =σ ).  

In order to calculate the particle impact velocity, we assume that particles follow 

the fluid, so that equation (33) can be used to calculate the probability of fluctuations in 

particle velocity, as well as fluid velocity.  Furthermore, we assume that inertial forces 

dominate near the bed so that particles impact the bed and are not swept laterally with 

the flow (see section 6.6 for discussion).  With these assumptions, the average impact 

velocity can be found by summing the component of the gravitational settling velocity 

perpendicular to the bed with the turbulent-velocity fluctuations (which by definition 

are perpendicular to the bed), and integrating over all possible values of fluctuations as 
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The upper limit of integration was chosen because it incorporates very near 100% of the 

positive fluctuations (Fig. 2).  The lower limit, on the other hand, defines the condition 

0' =+ sww .  Where 0' <+ sww , particles are moving upwards and the impact velocity 

and impact rate are zero.  Thus, despite the fact that the Gaussian distribution is 

symmetrical, the mean impact velocity can deviate from the gravitational settling 

velocity because the impact velocity must be non-negative (Fig. 2). 
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Figure 2. Probability density function for the particle velocity normalized by one 
standard deviation for A) 60-mm gravel and B) 1-mm sand.  The density functions are 
centered about the gravitational settling velocity (ws) and the distribution in velocity is 
due to turbulent fluctuations given by equation (33).  The solid thick line shows the 
portion of the distribution that is integrated to calculate the average impact velocity (wi) 
and the effective impact velocity (wi,eff).  The dashed thick line is the portion of the 
distribution that is not included in the integration because only non-negative velocities 
produce impacts.  
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           The deviation of the impact velocity from the gravitational settling velocity is 

more important when considering that the erosion rate scales with the impact velocity 

cubed (equation 19).  The erosion rate depends on the cube of the individual particle 

velocities (i.e., sww+' ), however, and not the average impact velocityiw .  Thus to 

formulate an average impact velocity that scales with the erosion rate, we define the 

effective impact velocity by non-linear averaging, as 
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Similar to the turbulent fluctuations, the gravitational settling velocity also could be 

weighted to account for the cubic dependence of erosion rate on impact velocity, rather 

than using the velocity for the linearly averaged fall distance calculated in equation 

(32).  We found, however, that accounting for this has a negligible effect on the results 

and therefore is neglected for simplicity. 

Figure 2 shows the predicted probability density of impact velocities for the two 

representative cases.  For the 60-mm gravel at c** /ττ  = 1.7, the gravitational fall 

velocity is sufficiently large compared to the turbulent fluctuations, so that only the very 

tail of the distribution is within the regime 0' <+ sww  (shown as a thick dashed line in 

Figure 2A).  The result is that turbulent fluctuations tend to cancel, and 

therefore si ww ≈ .  This notwithstanding, the minor asymmetry in the probability 

density function results in an average impact velocity that is slightly greater than that 

predicted from gravitational settling alone.  As expected, this effect is enhanced for the 
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effective impact velocity effiw ,  due to the cube of the velocity fluctuations (Fig. 2A).  

For the 60-mm gravel, both iw  and sw  are smaller than stw  because the fall distance is 

not sufficient for particles to reach terminal settling velocity.    

Turbulence has a much stronger effect on the predicted impact velocities for the 

1-mm sand owing to the large transport stage.  Here the fall distance is sufficient that 

the gravitational fall velocity is equal to the terminal settling velocity (i.e., sts ww = ) 

(Fig. 2B).  The predicted average impact velocity is greater than the gravitational fall 

velocity because of turbulence.  Figure 2B shows that a substantial portion of the 

probability distribution is within the regime 0' <+ sww .  Again, because impact 

velocities must be non-negative, the distribution is truncated at 0' =+ sww  before 

integrating.  This results in an asymmetric distribution and an average impact velocity 

and effective impact velocity that are much greater than the gravitational settling 

velocity (i.e., sieffi www >>, ) (Fig. 2B).   

Figure 3 illustrates the effect of transport stage on the different velocity 

formulations.  The velocities shown are calculated for 60-mm particles falling from the 

top of the bedload layer (i.e., fH  = bH ).  For the case of pure gravitational settling 

( sw ), the velocity increases as the bedload-layer height increases (equation 25) until a 

transport stage of about 10, beyond which particles are calculated to fall at the terminal 

velocity.  The average impact velocity iw  and the effective impact velocity effiw ,  are 

nearly equal to the gravitational settling velocity for low transport stages ( c** /ττ  < 10), 

which is expected since *u  is small.  However, these velocities deviate significantly 

from the gravitational settling velocity where 0* <− uws  because the distribution in  
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Figure 3.  Calculated particle velocities relative to the terminal settling velocity (wst) as 
a function of transport stage for 60-mm particles falling from the top of the bedload 
layer.  Also shown by dashed lines is the settling velocity plus and minus one standard 
deviation due to turbulent fluctuations.  The gravitational settling velocity (ws) was 
calculated from equation (30) and approaches the terminal settling velocity at large 
transport stages.  The calculated impact velocity (wi) and effective impact velocity 
(wi,eff) deviate from ws at large transport stages where turbulence becomes significant.  
The impact velocity according to Sklar and Dietrich [2004] goes to zero at a transport 
stage of about 30.  The plot would be slightly different, but qualitatively similar, for 
different particle sizes due to changes in the drag coefficient.  
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particle velocities becomes increasingly asymmetric.  The result is that iw  and effiw ,  are 

significantly greater than the terminal settling velocity for large transport stages.  Note 

that all velocity measures calculated herein (i.e., sw , iw  and  effiw , ) converge with the 

predictions of the empirical equation (29) at low transport stages, which is expected 

since this is the regime in which it was calibrated.  Equation (29) predicts an impact 

velocity of zero at large transport stages (i.e., stwu >* ), which contrasts with the 

velocity model proposed herein. 

 

6.4.5. Bedrock Erosion by Total Load  

Finally, to calculate the erosion rate, effiw , replaces iw  in equation (19) resulting 

in 
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Equation (36) can by non-dimensionalized as 
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This reveals that *E  is a function of the three dimensionless quantities shown in 

brackets: 1) the normalized sediment supply or equivalently the near-bed sediment 
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concentration (see equation (18)), 2) the normalized effective impact velocity cubed, 

and 3) the relative sediment supply.  By introducing the empirical expressions proposed 

in section 6.4, *E  can be shown to be a function of particle size, transport stage, 

relative sediment supply, and flow depth (or equivalently channel-bed slope for a given 

transport stage).  The dependency on flow depth was not revealed in the saltation-

abrasion model (equation 6).  In the total-load model, it arises because both the near-bed 

sediment concentration and the gravitational fall velocity are sensitive to the vertical 

distribution of sediment in the water column, which in turn is a function of flow depth.    

 

6.5. Model Results 

Model results are shown for the two cases, where the total load is composed of 

either 60-mm gravel or 1-mm sand.  The predicted erosion rates are given in millimeters 

per year; however, these rates are instantaneous and have not been multiplied by an 

appropriate intermittency factor for events that cause erosion.  For the representative 

event of the South Fork Eel River, the instantaneous erosion rates for the gravel and 

sand are predicted to be 31 mm/yr and 10 mm/yr (Table 1), respectively.  This yields an 

annual average erosion rate of 1.9 mm/yr and 0.6 mm/yr using an appropriate 

intermittency factor for the Eel River of 0.06 (see Sklar [2003] and Sklar and Dietrich 

[2004] for details).  These predicted erosion rates seem reasonable given the average 

landscape lowering rate of 0.9 mm/yr [Merritts and Bull, 1989]. 

 To explore model predictions over a wide range of parameter space, we vary 

sediment supply, flow depth, or channel slope for a given grain size and hold the other 

variables to constant values specified for the Eel River (Table 1).  In addition to our 
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total-load erosion model, the predictions of the saltation-abrasion model are shown for 

comparison, and we set 36.021 == AA .  The integrals in equations (22), (28), (32), 

(34) and (35) are solved numerically.   

  

6.5.1. Effect of Transport Stage 

Figure 4 shows the erosion rate as a function of transport stage and absolute 

sediment supply (q) and particle size (D) are held constant (Table 1).  For a given grain 

size, the transport stage can be varied by changing either the channel slope or flow 

depth or both.  The solid lines are the predictions for a constant slope 

( =≡ θtanS 0.0053; Table 1) and a varying transport stage due to flow depth.  

Alternately, the dashed lines are the predictions for a constant flow depth (H = 0.95 m) 

and a varying transport stage due to channel-bed slope.   

For 60-mm gravel, the total-load model predicts zero erosion at transport stages 

5.1/ ** ≤cττ  because the transport capacity is less than the supply of sediment (Table 

1), and the bed is therefore predicted to be covered with sediment.  As transport stage 

increases, the rate of erosion increases as the bedrock becomes rapidly exposed.  The 

rate of erosion initially peaks at 5.2/ ** ≈cττ  with an erosion rate of ~70 mm/yr.  For 

larger transport stages (but smaller than 50/ ** ≈cττ ) the models predict a decreasing 

erosion rate with transport stage.  This is because for a constant sediment load, more 

sediment is held in the upper water column (i.e., χ  and Hb increase in equation (18)), 

sediment is advected over the bed at a faster rate (i.e., U and Ub increase in equation  
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Figure 4.  Log-log plot of erosion rate as a function of transport stage for 60-mm gravel 
and 1-mm sand.  Two cases are shown for each particle size.  For the first, shown by 
solid lines, the channel slope is S = 0.0053, and the flow depth varies with transport 
stage.  For the second case, shown by dashed lines, the flow depth is H = 0.95 m, and 
the channel slope varies with transport stage.  For all cases, the sediment supply is 8.9 x 
10-4 m2/s.  The saltation-abrasion model is shown only for 60-mm gravel because it 
predicts near zero erosion for the 1-mm sand at all transport stages.  The black circles 
are the conditions for the representative field case of the Eel River (Table 1).  
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Figure 5. Log-log plot of near-bed sediment concentration as a function of transport 
stage for 60-mm gravel and the 1-mm sand.  Two cases are shown for each particle size.  
For the first, shown by solid lines, the channel slope is S = 0.0053, and the flow depth 
varies with transport stage.  For the second case, shown by dashed lines, the flow depth 
is H = 0.95 m, and the channel slope varies with transport stage.  For all cases, the 
sediment supply is 8.9 x 10-4 m2/s.  The black circles are the conditions for the 
representative field case of the Eel River (Table 1).   
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(18)), and therefore the near-bed sediment concentration and the impact rate per unit 

bed area decrease with increasing transport stage.   

Figure 5 illustrates the reduction in bc  as transport stage increases.  The 

decrease in sediment concentration is more significant for the constant-slope case as 

compared to the constant-depth case.  This is because an increased flow depth, in 

addition to transport stage, results in a reduction in near-bed sediment because a greater 

load can be transported in suspension in deeper flow (i.e., H increases equation (18)).  

In calculating the erosion rate, however, the reduction in bc  is offset by the increasing 

impact velocity with transport stage (Fig. 3).  For the constant-depth case, the increased 

impact velocity more than compensates for the decrease in bc  at large transport stages 

( c** /ττ  > ~50), resulting in an ever-increasing erosion rate with transport stage for 

steep slopes (S > ~0.15) (Fig. 4).  Where slope is held constant the erosion rate 

decreases (but remains non-zero) with increasing transport stage.   

Predictions for the 1-mm sand are qualitatively similar to the 60-mm gravel.  

The bed is predicted to be covered for c** /ττ  < ~25 and the initial peak in erosion rate 

(~10 mm/yr) occurs at 100/ ** ≈cττ .  The magnitude of erosion is smaller for the sand 

as compared to the gravel because of its lower gravitational settling velocity.  For the 

constant depth case, the erosion rate again increases with transport stage for large 

transport stages ( c** /ττ  > ~103) equivalent to S > ~0.05.   

The saltation-abrasion model for the 60-mm gravel is qualitatively similar to the 

total-load model for small transport stages.  The total-load model peaks at a slightly 

higher erosion rate because of the different formulation of the impact velocity (i.e. 
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equation (35) vs. (29)).  The saltation-abrasion model differs from the total-load model 

at large transport stages because it forces the erosion rate to zero at 1/* =stwu , which 

corresponds to 35/ ** ≈cττ .  The saltation-abrasion model for 1-mm sand is not shown 

on Figure 4 because it predicts zero erosion for almost all transport stages because there 

is only a narrow range in which the bed is exposed and 1/* <stwu .   

 

6.5.2.  Effect of Sediment Supply 

 Figure 6 shows the model predictions of erosion rate as a function of relative 

sediment supply ( bcqq / ) with constant values of transport stage, flow depth, and 

channel slope (Table 1).  The saltation-abrasion model predicts a peak in erosion rate 

where the supply of sediment is one half the bedload-transport capacity.  The erosion 

rate goes to zero where the sediment supply is zero because there are no particle 

impacts.  At high relative supply, the erosion rate also goes to zero because of bed 

coverage.  This upper limit is bcqq /  = 1 for the saltation-abrasion model because all of 

the supplied sediment is assumed to travel as bedload (i.e., q  = bq ).  The total-load 

model, however, indicates that erosion is possible where the supply exceeds the bedload 

capacity because some of the load is transported in suspension.  Thus, the bedload flux 

( bq ) can be less than the bedload capacity, even though the total load (q) is not.  This 

effect is more pronounced for the 1-mm sand than for the 60-mm gravel because a 

greater proportion of the sediment load is traveling in suspension (due to the higher 

transport stage).  For the 1-mm sand, erosion persists until the supply is nearly double 

the bedload transport capacity (Fig. 6).   



 268 

 
 
 
 

0 0.5 1 1.5 2

10

20

30

40

50

Relative sediment supply (q / q
bc

)

E
ro

s
io

n
 r

a
te

 (
m

m
 /
 y

r)

 

 
Total load (D = 1 mm)

Total load (D = 60 mm)

Saltation abrasion (D = 60 mm)

 
 

 
Figure 6.  Erosion rate as a function of relative sediment supply for 60-mm gravel and 
1-mm sand for the same hydraulic conditions (i.e., bed shear stress, flow depth, channel 
slope, and flow velocity (Table 1)).  This corresponds to a transport stage of 1.7 and 102 
for the gravel and sand, respectively.  The saltation-abrasion model is shown only for 
60-mm gravel because it predicts near zero erosion for the 1-mm sand at all transport 
stages.  The black circles are the conditions for the representative field case of the Eel 
River (Table 1).   
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Figure 7.  Log-log plot of erosion rate versus grain size for a constant flow depth (H = 
0.95 m), channel slope (S = 0.0053) and sediment supply (8.9 x 10-4 m2/s).  The black 
circles are the conditions for the representative field case of the Eel River (Table 1).   
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6.5.3. Effect of Grain Size 

Figure 7 shows erosion rate as a function of grain size, with a constant sediment 

supply, flow depth and channel slope (Table 1).  For large grain sizes, the models 

predict zero erosion because the flow is not competent to transport these sizes, such that 

the bed is predicted to be covered with alluvium.  Because of the dependence of erosion 

rate on gravitational settling velocity, the erosion rate decreases rapidly as grain size 

decreases. The saltation-abrasion model predicts zero erosion for sizes smaller than 

about 2 mm because 1/* >stwu .  In contrast, the total-load model predicts a finite 

erosion rate for 1/* >stwu .   

 

6.5.4. Effect of Flow Depth and Channel Slope  

 In contrast to the saltation-abrasion model, the total-load model is a function of 

flow depth, or channel slope for a given transport stage.  Flow depth affects the erosion 

rate in two competing ways.  First, the impact rate depends on the near-bed sediment 

concentration, which, among other things, is a function of flow depth.  For the same bed 

shear-stress, particle size and sediment supply, a deeper flow on a smaller slope will 

have less sediment near the bed and a lower impact rate than a shallower flow on a 

steeper slope.  On the other hand, for particles that do not attain terminal velocity, the 

particle impact velocity is larger in deeper flows because of the greater fall distance.  

Figure 8 shows the erosion rate as a function of flow depth and channel slope, 

with a constant transport stage and sediment supply.  For the 60-mm gravel, the erosion 

rate is nearly constant at low channel slopes, but decreases as slope increases.  For this 

sediment size, the increased impact rate in shallower and steeper flows is more than  
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Figure 8.  Erosion rate as a function of channel slope and flow depth for the 60-mm 
gravel (with a constant transport stage of 1.7) and the 1-mm sand (with a constant 
transport stage of 102) using a constant sediment supply (8.9 x 10-4 m2/s).  The 
saltation-abrasion model would plot as a horizontal line because it is not sensitive to the 
relative contributions of slope and flow depth in setting the transport stage. The black 
circles are the conditions for the representative field case of the Eel River (Table 1).   
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compensated for by the drop in impact velocity (due to the reduced fall distance), 

resulting in a decrease in erosion rate with increasing slope.  In contrast, finer sediment 

rapidly reaches terminal velocity so that changes in flow depth have little effect on 

impact velocity.  Thus, the erosion rate for 1-mm sand is predicted to increase with 

increasing slope due to the greater impact rate that results from the increased near-bed 

sediment concentration in steeper flows with smaller flow depths. 

The abrupt increase in erosion rate for the 60-mm gravel at 04.0≈S  and 

2.0≈H m occurs where the bedload velocity given by equation (24) is predicted to be 

larger than the fluid velocity (equation 22), and therefore we set bU  = U (see section 

6.4.2).  The jump in erosion rate is because the bedload velocity is predicted to increase 

with transport stage (regardless of flow depth), whereas U systematically decreases with 

increasing slope (and decreasing flow depth).  This results in a heightened near-bed 

sediment concentration and erosion rate.  The second jump in erosion rate at 

07.0≈S and 07.0≈H m is where bH = H, which again results in a heightened near-

bed sediment concentration with increasing slope (and decreasing flow depth).   

 

6.5.5. Contour Plots of Erosion Rate 

 To evaluate the total-load model over a wide range of parameter space, Figures 

9-11 show contours of erosion rate versus transport stage and relative sediment supply.  

The saltation-abrasion model shows a peak erosion rate at a relative sediment supply of 

0.5 and a transport stage of ≈c** /ττ  15 for both the 1-mm sand and the 60-mm gravel 

(Fig. 9).  The peak erosion rate occurs at a slightly different transport stage for the two 

different sediment sizes because the relationship between transport stage and the onset  
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Figure 9.  Contour plots of erosion rate in millimeters per year for the saltation-
abrasion model versus transport stage and relative sediment supply for A) 60-mm gravel 
and B) 1-mm sand. The dashed lines are slices through parameter space that are shown 
on Figures 5 and 6.  The black circles are the conditions for the representative field case 
of the Eel River (Table 1).   
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of suspension is a function of the drag coefficient, which is grain-size dependent 

[Dietrich, 1982].  The erosion rate goes to zero at high and low transport stages because 

of the onset of suspension and the threshold of motion, respectively.  The erosion rate 

goes to zero at high and low relative sediment supply because of the effects of bedrock 

coverage and particle impact rate, respectively (see Sklar and Dietrich [2004] for a 

detailed discussion).   

 The contour plots of the total-load erosion model are strikingly different than the 

model that considers only bedload (Figs. 10 and 11).  Figure 10 shows the erosion rate 

for a constant channel slope, so that transport stage is only a function of flow depth.  

Like the bedload model, the erosion rate increases with increasing transport stage 

because the impact velocity increases with increasing flow depth.  The erosion rate, 

however, does not decline at large transport stages (for a given relative sediment 

supply).  Instead, it increases because the heightened impact velocity due to turbulence.  

The dashed lines on Figure 10 show the 2-D parameter space represented in Figures 4 

and 6.  These show that an increase in transport stage results in a decrease in relative 

supply ( bcqq / ), if the absolute sediment supply (q) is constant. This is the reason for 

the decrease in erosion rate at high transport stages in Figure 4.  The contour plots, 

however, reveal that the erosion rate can increase indefinitely with increasing transport 

stage, as long as the absolute sediment supply also increases with transport stage.  In 

such a case, the erosion rate does not have a maximum value (Fig. 10).  Furthermore, at 

large transport stages ( c** /ττ  > 100), the erosion rate can be nonzero for sediment loads 

that are much larger than the bedload transport capacity. 
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Figure 10.  Contour plots of erosion rate in millimeters per year predicted by the total-
load erosion model for A) 60-mm gravel and B) 1-mm sand.  The dashed lines are slices 
through parameter space that are shown on Figures 4 and 6.  The black circles are 
conditions for the field case of the Eel River (Table 1).  The channel slope is held 
constant at S = 0.0053, so that transport stage is a function of flow depth.  Note that 
three orders of magnitude in transport stage are explored here, versus only one in Figure 
9.  For the 60-mm gravel, the large transport stages shown correspond to unrealistic 
flow depths for the Eel River (see discussion in Section 6.3), but are shown for sake of 
comparison with the 1-mm sand.      
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Figure 11.  Contour plots of erosion rate in millimeters per year for the total-load 
erosion model for A) 60-mm gravel and B) 1-mm sand.  The dashed lines are slices 
through parameter space that are shown on Figures 5 and 6.  The black circles are 
conditions for the field case of the Eel River (Table 1).  The flow depth is held constant 
at H = 0.95 m, so that the transport stage is a function of channel slope.  The vertical 
axes differ for the 60-mm gravel and the 1-mm sand.  
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Figure 11 shows contour plots of erosion rate for the total-load model, but now 

the flow depth is held constant (rather than channel slope) at H  = 0.95 m and therefore 

transport stage is only a function of slope.  The predictions for the 1-mm sand (Fig. 

11B) are qualitatively similar to the cases with constant channel slope (Fig. 10).  

However, as discussed in Section 6.5.1, the erosion rate is generally greater if depth is 

held constant, rather than slope, because the near-bed sediment concentration (and 

therefore impact rate) is a function of flow depth.  This allows, for example, an ever 

increasing erosion rate with transport stage for large transport stages ( c** /ττ  > ~ 50), 

even if the absolute sediment supply is constant (Figs. 5, 11B).  For the 60-mm gravel, 

the erosion rate is predicted to be zero for values of the relative sediment-supply greater 

than about unity (Fig. 11A).  This is because, for the large slopes considered here, the 

bedload layer height predicted by equation (25) exceeds the flow depth, which results in 

zero flux of suspended sediment since the bedload layer occupies the entire water 

column.    

 

6.6.  Discussion 

6.6.1.  Entrainment Capacity for Total Load  

Equation (36) contains a transport capacity for bedload bcq , in which erosion is 

zero if bq  > bcq  due to depositional cover.  For flows with significant suspended 

sediment, the transport capacity of the total load is typically formulated in terms of a 

maximum near-bed sediment concentration instead of a maximum bedload flux [Smith 

and McLean, 1977; Parker, 1978; García and Parker, 1991].  This maximum sediment 
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concentration can be found by equating equations (11) and (16), i.e. α=bc , as 

discussed in Section 6.3.3.  Under most model results shown, the near-bed sediment 

concentration did not exceed α , where α  was calculated using the empirical model of 

Garcia and Parker [1991].  This, however, is not true for the 1-mm sand at small 

transport stages.  Figure 12 shows the same model results as Figure 10B, except that the 

erosion rate is set to zero where α>bc .  In this case, the bed is predicted to be covered 

with 1-mm sediment (and thus the erosion rate is zero) for c** /ττ  < ~10.  This indicates 

a need for an accurate model of the maximum near-bed sediment concentration for both 

bedload and suspension conditions, and particularly the transition in between. 

 

6.6.2.  Viscous Damping of Impacts 

Sklar and Dietrich [2004] assumed that there was not a threshold kinetic energy 

required to cause erosion in their model based on abrasion-mill experiments [Sklar and 

Dietrich, 2001], an assumption that we adopted in the total-load erosion model.  

Nonetheless, considering the fine particles addressed here, it is possible that some 

impacts might be viscously damped.  Theoretical and experimental results suggest that 

particle-wall impacts can be viscously damped, and the degree to which is a function of 

the particle Stokes number [Davies et al., 1986; Lian et al., 1996; Schmeeckle et al., 

2001; Joseph and Hunt, 2004].  For spheres impacting a wall, the Stokes number can be 

written as,  

   

νρ
ρ

f

ps Dw
St

9
= ,        (38) 
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Figure 12.  Contour plot of erosion rate in millimeters per year for the same model 
parameters as Figure 10B, except that erosion rate is set to zero where the near-bed 
sediment concentration exceeds the entrainment capacity of the flow (i.e., α>bc ).  The 

black circle represents the conditions for the field case of the Eel River (Table 1). 
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and is a measure of the particle inertia relative to the viscous force exerted on the 

particle from the fluid, where ν  is the kinematic viscosity of the fluid (10-6 m2/s) and 

pw  is the particle velocity.  Both Schmeeckle et al. [2001] and Joseph and Hunt [2004] 

found that impacts from glass spheres were partially damped for St< ~100, and 

completely damped for St< ~ 30.  Schmeeckle et al. [2001] also show that data are 

more scattered for natural sediment due to their nonspherical nature.   

Figure 13A shows the results of the total-load erosion model for 1-mm sand, 

where the erosion rate was set to zero for particle impacts with St< 30 (where pw  = 

sww+'  in equation (25)).  For this case, the 1-mm sand is predicted to cause no erosion 

for transport stages less than about 3.  For larger transport stages the sand does erode 

the bed because the enhanced impact velocity due to turbulence increases the Stokes 

number to St> 30.  Viscous damping apparently has no effect on the 60-mm gravel 

because the gravitational settling velocity is great enough that St> 30 for all transport 

stages. 

Figure 13B shows the erosion model predictions compared to data from the 

abrasion mill experiments of Sklar and Dietrich [2001].  The experiments were 

performed by mechanically stirring sediment and water in a cylindrical basin with a 

bedrock floor. Particle size was varied whereas the total volume of sediment, which is 

equivalent to q in a closed system, was held constant.  The saltation-abrasion model 

matches the data well for large particle sizes, but predicts zero erosion for the medium 

sand (D = 0.4 mm) because it was in suspension.  The total-load erosion model, on the 

other hand, captures the measured finite erosion for the medium sand (Fig. 13B), but  
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 Figure 13.  A) Contour plot of erosion rate in millimeters per year for the same model 
parameters as Figure 10B, except that the erosion rate is set to zero if particle impacts 
have a particle Stokes number less than 30. The black circle represents the conditions 
for the field case of the Eel River (Table 1).  B) Comparison of the total-load erosion 
model and the saltation-abrasion model with the experimental abrasion-mill data of 
Sklar and Dietrich [2001].  To make these calculations A1 = 0.2, H = 0.5 m, vk  = 3 x 10-

5, Tσ  = 9 MPa, *u = 0.15 m/s, q = 4.2 x 10-4 m2/s, and the cover term was neglected 
(see Sklar and Dietrich [2004] for more details).  
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over predicts the erosion rate.  Although the fit seems better by including a Stokes 

number cutoff (Fig. 13B), it is nonetheless difficult to evaluate whether the data support 

this threshold.  For example, Sklar and Dietrich [2004] reported that fine sand (D = 0.2 

mm) did not produce wear above their detection limit (~10-3 g/hr), but this is also 

consistent with the predictions of the total-load erosion model both with or without the 

Stokes number cutoff. Furthermore, it is not obvious that the formulations used herein 

(i.e., the parabolic eddy viscosity: equation (27)) should hold for the abrasion mill 

where flow was driven by a propeller and strong secondary currents developed.  The 

model fit, for example, is improved by setting β = 3 in equation (27) (Fig. 13B). 

 

6.6.3. Implications for Natural Streams 

 The total-load erosion model differs significantly from the saltation-abrasion 

model for high transport stages and high relative sediment-supply rates.  The large 

transport stages explored for the 60-mm gravel (e.g., c** /ττ  >> 1) most likely occur 

during relatively large floods or in steep mountain terrain.  For example, the bed-shear 

stress for the Bonneville flood of the western United States has been estimated to be 

2500 Pa [O'Connor, 1993].  We calculate that this flood was competent to suspend 150-

mm cobbles (i.e., stwu /*  = 1, using the stw  relation of Dietrich [1982] for natural 

sediment), which is consistent with Bonneville flood deposits [O'Connor, 1993].  

During this event, 60-mm gravel was at a transport stage of c** /ττ  = 85, and 1-mm 

sand was at c** /ττ  = 5.2 x 103.  In mountain terrains, such large bed stresses can be 

achieved more readily.  For example, during Typhoon Bilis in 2000, which has a 
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recurrence interval of about 20 years, the reach averaged bed stress of the LiWu River 

in Taiwan was about 2300 Pa [Hartshorn et al., 2002], making this more frequent event 

nearly as competent as the Bonneville flood in suspending gravel.  In fact, the 

maximum across-channel erosion rates during Typhoon Bilis occurred several meters 

above the channel thalweg, suggesting that erosion by suspended particles outpaced 

bedload erosion in the channel thalweg [Hartshorn et al., 2002].  

The total-load erosion model is also important to consider fine sediment, which 

can be at large transport stages during more regular flow events.  For the characteristic 

event on the Eel River, the 1-mm sand is calculated to have a transport stage of c** /ττ  

= 102.  For these conditions the saltation-abrasion model predicts no erosion, whereas 

the total-load model predicts an instantaneous erosion rate of approximately 10 mm/yr.  

The erosion rate due to sand is smaller than that predicted for gravel (for the same 

sediment supply), but it is nonetheless significant (Table 1).  The total-load model 

might be particularly important for rivers where the load is dominated by sand, for 

example due to granite or sandstone lithologies. 

 Deciphering between the relative roles of sand and gravel in fluvial erosion is 

beyond the scope of this chapter.  A significant limitation of the model is that it only 

considers sediment of a single size.  It is clear from evaluation of the contour plots 

(Figs. 10 and 11), that there are regimes in parameter space where erosion from sand 

can be greater than that from gravel, but this depends on the relative supply of each. 

Since finer particles often dominate the load of a river, it seems possible that erosion 

from sand might be as or more important than erosion from gravel.  Incorporating 

multiple particle sizes and particularly bimodal distributions of sediment into the model, 
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however, is not trivial.  For example, it has been shown that the addition of sand into a 

gravel bed can lead to non-linear increases in the transport capacity of both sizes 

[Wilcock et al., 2001; Wilcock and Crowe, 2003].  Extending the erosion model to 

multiple particle sizes would require reassessment of several formulas used herein to 

account for mixture and bimodal effects (over a bedrock bed) including the bedload 

transport capacity, the hydraulic roughness of the bed, the bedload velocity and the 

bedload layer height.  Experimental and field measurements are needed to guide future 

theoretical work. 

The total-load erosion model is most sensitive to the prediction of impact 

velocity, and this is also a topic that deserves future study.  For example, our 

characterization of particle fluctuations that result in impacts as a Gaussian distribution 

is undoubtedly oversimplified. The degree to which particles detach from the fluid near 

the boundary likely depends on the relative particle response time compared to the fluid 

turbulence timescale (i.e. a particle Stokes number) [e.g., Crowe et al., 1996].   In 

addition, local turbulent fluctuations can be intense, especially above a non-uniform 

bed.  The model does not incorporate changes in hydraulic roughness or turbulence due 

to sediment cover or bedforms.  Erosion of protruding pieces of bedrock is likely to be 

much more efficient than erosion into a flat bed (as assumed herein), because the impact 

velocity should scale with the mean flow rather than turbulence intensity or the 

gravitational settling velocity [e.g., Anderson, 1986].  Furthermore, erosion by 

suspended sediment could be substantial over bedforms such as flutes or potholes, 

where there is a significant advective component of the impact velocity by the mean 
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flow or vortices [Alexander, 1932; Tinkler, 1997; Whipple et al., 2000; Johnson and 

Whipple, 2007]. 

Where it differs from the saltation-abrasion model, the total-load erosion model 

should have significant implications for predicting river channel morphology.  For 

example, variations of the saltation-abrasion model have been used to model knickpoint 

migration in bedrock rivers [e.g., Chatanantavet and Parker, 2005; Gasparini et al., 

2007; Crosby et al., 2007], and the total-load model is likely to make different 

predictions owing to the large transport stages that typify these steepened reaches. It has 

been suggested, for example, that hanging valleys might form because, based on the 

saltation-abrasion model, steepened reaches have lower erosion rates due to increased 

particle hop lengths and decreased impact rates [Wobus et al., 2006; Crosby et al., 

2007].  The total-load erosion model, however, suggests the opposite: erosion rates 

increase with increasing channel slope and transport stage (at least for large transport 

stages, e.g., Fig. 4) because of the advection of suspended particles towards the bed by 

turbulent eddies.   

Although the total-load erosion model offers insight into channel dynamics, we 

caution against using it (or other fluvial-abrasion models) for quantitative estimates in 

steep reaches with large roughness to depth ratios (i.e., ks / H).  In these cases, 

descriptions of flow resistance [e.g., Bathurst, 1985], sediment transport capacity 

[Yager et al., 2007] and incipient sediment motion [Lamb et al., 2008] are likely to be 

different.  Moreover, at near vertical slopes, other processes such as plunge pool erosion 

[e.g., Lamb et al., 2007] are probably more important than fluvial abrasion. 
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6.7. Conclusions 

 We have developed a mechanistic model for fluvial bedrock incision by 

suspended and bedload sediment.  Particles are considered to impact the bed due to 

gravitational settling and advection by turbulent eddies, the later of which dominates at 

high transport stages.  The model predicts that the erosion rate is a function of three 

dimensionless quantities for a given grain size: transport stage, relative sediment 

supply, and channel slope.  Inclusion of suspension is important for high transport 

stages (i.e., large floods, steep slopes, or small particle sizes) and high relative 

sediment-supply rates. For a given ratio of sediment supply to transport capacity, the 

erosion rate is predicted to increase with transport stage because of the heightened 

impact velocity due to turbulent fluctuations, and does not taper to zero as predicted in 

the saltation-abrasion model.  For most cases, erosion rates increase more rapidly with 

transport stage by increasing slope and fixing depth, rather than the opposite.  This 

depth (or slope) dependency on erosion rate arises because both the near-bed sediment 

concentration and the particle fall velocity are sensitive to the vertical distribution of 

sediment in the water column.  The total-load erosion model predicts that erosion can be 

substantial where the sediment supply exceeds the bedload transport capacity because a 

portion of the load is carried in suspension.    
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6.8.  Appendix 1 – Fall Velocity 

The acceleration of a falling particle can be calculated from the difference 

between the gravitational acceleration of the particle and deceleration due to drag  

 

2
21 wCC

dt

dw
−= ,       (A1) 

 

where w  is velocity in the vertical dimension, g is the acceleration due to gravity and  

1C  and 2C  are given by  
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where dC  is a drag coefficient, fρ  is the density of the fluid that the particle is falling 

through, sρ  is the particle density, xA  is the cross sectional area of the particle 

perpendicular to fall velocity, and pV  is the volume of the particle.  We are interested in 

the acceleration over a certain fall distance rather than over a certain fall time.  Equation 

(A1) can be written in terms of vertical distance z (positive downward) by 

substituting wdzdt /= , which yields  
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2

2 CwC
dz

dw
w =+        (A4) 

 

In order to solve equation (A4) analytically, we assume that 2C , and therefore dC , is 

not a function of z.  In reality dC  should vary as particles accelerate and the particle 

Reynolds number increases.  Using a simple numerical integration, we found that 

accounting for a variable drag coefficient typically has less than a 10%-effect on 

settling velocity.  We therefore assume that dC  is a constant for a given particle size 

and solve the non-linear ordinary differential equation as 

 

 ( )( )zC
C

C
w 2

2

1 2exp1 −−= .      (A5) 

 

where the boundary condition 0)0( ==zw  has been applied.  Substituting equations 

(A2) and (A3) into equation (A5), assuming spherical particles (i.e. xp AV /  = 2D/3), 

defining the fall distance as  θcos/fHz = , and taking the component normal to the 

bed results in equation (30).  
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6.9.  Appendix 2 – Notation 
 

xA  Cross-sectional area of a sediment particle (L2) 

c Volumetric sediment concentration ( - ) 

bc  Near-bed volumetric sediment concentration ( - ) 

dC  Drag coefficient ( - ) 

D Sediment diameter (L) 
E Rate of vertical erosion (LT-1) 

rI  Impact rate per unit bed area (L-2T-1) 

eF  Fraction of exposed bedrock ( - ) 

g  Acceleration due to gravity (LT-2) 
H Depth of flow (L) 

bH  Thickness of the bedload layer (L) 

fH   Particle fall distance (L) 

bL  Particle saltation hop length (L) 

n Roughness coefficient ( - ) 
P  Rouse parameter ( - ) 
q  Volumetric sediment supply per unit channel width (L2T-1) 

bq  Volumetric bedload flux per unit channel width (L2T-1) 

bcq  Volumetric bedload-transport capacity per unit channel width (L2T-1) 

sq  Volumetric suspended-load flux per unit channel width (L2T-1) 

wq  Volumetric water discharge per unit channel width (L2T-1) 

R Submerged specific density of sediment ( - ) 
S Channel-bed slope ( - ) 
St Particle Stokes number ( - ) 

it  Time between particle impacts (T) 

u Stream-wise flow velocity (LT-1) 
U   Depth-averaged stream-wise flow velocity (LT-1) 

bU   Depth-averaged stream-wise bedload velocity (LT-1) 

*u  Shear velocity (LT-1) 

iV  Volume of eroded rock per impact (L3) 

pV  Volume of a particle (L3) 

W Channel width (L) 
w Vertical velocity (LT-1) 

stw  Terminal settling velocity of a particle (LT-1) 

iw   Impact velocity of a particle at the bedrock interface (LT-1) 

effiw ,   Effective impact velocity (LT-1) 

pw   Particle velocity (LT-1) 
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sw   Velocity of a falling particle normal to the bed (LT-1) 

'w  Velocity fluctuations perpendicular to the bed (LT-1) 
Y Young’s modulus of elasticity (ML-1T-2) 
z Height above the bed (L) 

0z  Flow roughness parameter (L) 

vε  Energy to erode a unit volume of bedrock (ML-1T-2) 

Tσ  Rock tensile strength (ML-1T-2) 

wσ  Standard deviation in vertical velocity fluctuations (LT-1) 

α  Sediment entrainment parameter ( - ) 
β   Proportionality constant relating the diffusivity of momentum and sediment ( - ) 

vk   Empirical rock erodibility coefficient ( - ) 

κ  von Karman’s constant ( - ) 

zζ  Relative height above the bed ( - ) 

bζ  Relative height of the bedload layer ( - ) 

ν    Kinematic viscosity of the fluid (L2T-1) 

Tν    Turbulent eddy viscosity (L2T-1) 

sρ  Density of sediment (ML-3) 

fρ  Density of fluid (ML-3) 

*τ  Shields stress ( - ) 

c*τ  Critical Shields stress for incipient sediment motion ( - ) 

χ  Integral relating the flux of suspended sediment to bc , H and U ( - ) 
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