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Abstract

Formation of Amphitheater-Headed Canyons

by

Michael Patrick Lamb

Doctor of Philosophy in Earth & Planetary Sciences

University of California, Berkeley

Professor William E. Dietrich, Chair

The amphitheater headwalls of some bedrock canyene been used to infer the
environmental conditions and erosion processeornsdple for shaping the surfaces of
Earth and Mars. Morphologic identification of pess is hampered, however, because
we lack basic field observations and quantitativedets of erosion and sediment-
transport in bedrock canyons. Herein | descrilie felated efforts to identify erosion
and transport processes through field observatants measurements of canyons on
Earth, and to develop quantitative models for sofrtbese processes. First, | present a
compilation of new observations and those of otharsd conclude that, despite
assertions that amphitheater form is due to groaterseepage erosion, the evidence
to support this hypothesis is ambiguous or noneristor most bedrock canyons. A
detailed examination of two prominent examples, Klodala valleys in Hawai‘i and
Box Canyon in Idaho, has revealed no evidence éepage erosion. Instead, field

observations and topographic analyses of the Kowallays suggest that they likely
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formed by waterfall plunge-pool erosion followingrde-scale slumping of Kohala
Volcano. In addition, sediment transport measurégmmand dating indicate that Box
Canyon owes its origin to large-scale flooding tbeturred about 45 thousand years
ago. To better quantify erosion and transport ggses, a mechanistic model is
presented to predict the conditions under whiclrsoaediment is mobilized in rivers
and streams over a wide range of channel-bed slopestly, | present a model for
abrasion of bedrock riverbeds by impacting parsiddarried in bedload and suspended

load.

Professor William E. Dietrich
Dissertation Committee Chair
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Chapter 1

| ntroduction

1.1. Why Study Amphitheater-Headed Canyons?

A central theme in geomorphology and planetary mgeis to decipher the
environmental history of a planet’s surface by obisg and interpreting landscape
form. A prominent example is the formation of antipbater-headed canyons (e.g., Fig.
1). The processes responsible for creating thpsetacular landforms, with steep
stubby headwalls and little landscape dissectiostrapm, have long intrigued
geomorphologists (Hinds, 1925; Stearns, 1936; Laitg Malin, 1985). Can the
morphology of amphitheater-headed canyons be usedlecipher the erosional
processes active on a planet's surface? This iQquest not only important for
unraveling Earth history, but is also at the favafrof Martian exploration, where the
discovery of bedrock canyons (e.g., Fig. 2) haskguhdebate about the possibility of
rainfall, groundwater, and life on Mars (Sharp andlin, 1975; Pieri, 1976; Carr and
Clow, 1981; Baker, 1990; Malin and Carr, 1999; lam and Grimm, 2005).

The leading hypothesis for formation of amphithe&eaded canyons is erosion
by emerging spring water (i.e. seepage erosiomaurgiwater sapping) (Dunne, 1980;

1



Figure 1. Aerial photograph of Box Canyon, Idaho. Box Camy® a short (~ 2 km)
amphitheater-headed tributary of the Snake Rivery@a, near Hagerman ldaho. See
Chapter 4 for more detail.

Figure 2. Nanedi Valles, Mars. Note the tributaries of theger canyons often end
abruptly as stubby amphitheater-headed canyonsditCEuropean Space Agency.
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Higgins, 1984; Baker, 1990; Dunne, 1990). In thisdel, canyon headwalls are
undermined and collapse due to seepage inducedeverg (Fig. 3). This results in
upstream headwall retreat and eventually formatioa canyon. Despite the popularity
of this hypothesis, fundamental questions aboutam®unt and duration of water
discharge responsible for carving amphitheatersgachnyons remain unanswered
because we lack both robust morphologic criteriaidientify erosion processes in
bedrock and quantitative models that describe tposeesses. Basic observations and
measurements of bedrock erosion and sediment vengpcesses are needed to test
and quantify models for canyon formation.

The original goal of my dissertation was to flig knowledge gap using field
measurements and model development of bedrockoar@id canyon formation by
seepage flow. Three field sites were selecteddtiatain amphitheater-headed canyons
in bedrock: the canyons of the Colorado PlateaaiKibhala valleys of Hawaii, and Box
Canyon of Idaho. The first two sites are ofteredifisclassic examples of canyons
formed by seepage erosion, and subsequently arencoiy used as Martian analogs
(Laity and Malin, 1985; Kochel and Piper, 1986).edpite previous work, at all sites
investigated | found the evidence for seepage @nosi be ambiguous or non-existent.
This surprising result led to a reanalysis of thielence for seepage erosion in bedrock,
presented in Chapter 2. In Chapter 3, | reintérfre Kohala valleys of Hawaii as a
product of large-scale slumping and waterfall pkspgol erosion. In Chapter 4, |
show strong evidence against the seepage-erosioothgsis at Box Canyon, ldaho,

and demonstrate that this canyon was carved bygafloed ca. 45 ka.



Figure 3. Cartoon illustrating the seepage-erosion hyposhiesicreating amphitheater
canyons with steep headwalls. Time 1) Emerginqgpwater from a cliff face erodes
and undermines the cliff. Time 2) Focused erosiot removal of sediment leads to an
amphitheater-headed canyon.

Plucking
of Bedrock

Abrasion by l
Impacting Sediment

Toppling and
Sliding at Knickpoint

Transport

of Boulders

/
e

Figure4. Cartoon illustrating the erosion and transpoocpsses at a canyon headwall.
Bedrock is worn from abrasion by impacting sedinmeend plucking of rock. Headwall
retreat can occur due to plunge-pool erosion apglitay. Boulders and other sediment
must be transported away to allow continued heddeéeat.

Plunge Pool
Abrasion




Since seepage erosion appears to be much lesstampdor amphitheater-
canyon formation than previously thought, it is omant to give careful consideration
to alternative erosion mechanisms. | have idesttifivo basic and necessary processes
for formation of amphitheater-headed canyons inrd&d 1) erosion of the canyon
headwall, and 2) transport of collapsed sedimentobuhe canyon (Fig. 3). Erosion
processes at a particular site might include flualrasion, plucking, plunge pool
erosion or block toppling (Fig. 4). The latter ptexs are devoted to developing
guantitative models to describe some of these psase A portion of Chapter 3
presents a quantitative model for plunge pool erosipplied to the case of Hawaiian
amphitheater-headed valleys. Chapter 5 presemtsdel to predict the conditions for
sediment entrainment in steep mountain streamsallf#zi Channel 6 discusses a model
for abrasion of a bedrock river-channel by suspdrated bedload sediment. A more

detailed summary of each chapter is given below.

1.2. Summary of Chapters2-6

In Chapter 2, | review the evidence for seepagsion in bedrock to address
whether amphitheater morphology can be used asgnastic indicator of seepage
erosion. Seepage erosion is shown to be an imyqutacess in loose sediment where
hydraulic forces cause grain detachment, often Itireguin amphitheater-headed
valleys. However, the extension of these proceseassistant rock is uncertain. In
sedimentary rocks, groundwater might control trepghand rate of valley formation. It
is possible, however, that seepage plays only ansleey role to runoff processes. This

seems likely in basaltic valleys on Earth, whetdelievidence exists for seepage
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erosion. Since the ability of seepage to erodedwmidvalleys remains unclear and
because many amphitheater-headed valleys were lpyotarved by other processes, |
conclude that seepage erosion should not be idfbased solely on valley form.

In Chapter 3, a detailed case study is presentdleoEpectacular canyons of
Kohala, Hawai‘i, one of the most widely cited tetréal analogs for Martian
amphitheater-headed valleys in basalt (e.g., Koamal Piper, 1986). New field
observations and topographic analyses of the ahgHtgr-headed Kohala valleys
reveal no evidence for intensively weathered ramkalcoves around springs at valley
headwalls. Instead, valley-head erosion appealsetdominated by waterfall plunge
pools. Stream flow from peak-annual precipitatiomerds exceeds spring discharge by
more than an order of magnitude and such flow spoasible for evacuation of the
coarse sediment that lines the streams. Bathyma&ing the Kohala coast has revealed
a large submarine landslide, the Pol8lump, directly offshore of the Kohala valleys.
The headscarp of this massive landslide is proptzsbd expressed as the present day ~
400 m Kohala sea cliffs. | propose that as dontisereams poured over this headscarp
as waterfalls, vertical plunge-pool erosion and arodtting caused upstream
propagation of knickpoints, eventually producingpdumtheater-headed valleys. Island
subsidence following valley formation has resultedalluviation of the valley floors
creating the observed U-shaped valley cross sextiomhe average rate of valley
headwall advance is found to be as high as 60 musing island subsidence rates and
the ages of volcanic eruptions and submarine tesraifter the slump, many streams
did not form upslope propagating waterfalls becabeg had smaller discharges due to

smaller drainage areas caused by a radial draipafjern and fault-bounded drainage



divides, which prevented runoff from the wetter switnof the volcano. In addition to
the field analysis, a simple model is proposed upslope headwall propagation by
vertical waterfall erosion based on abrasion byaating sediment particles in plunge
pools. This model indicates that headwall propagatiepends non-linearly on the
sediment flux passing over the waterfall and lihe@an the ratio of kinetic versus
potential energy of sediment impacts. A thresholdheadwall propagation due to
sediment supply or sediment-transport capacitpmsistent with the model.

In Chapter 4, | present observations from Box Canydaho, which was
originally thought to have been carved by seepagsi@n owing to the ~10 s spring
that emanates from the base of its ~35-m high \&rtieadwall, and because of the lack
of drainage-network development upstream (Steakf36). | found, however, that
weathering is not enhanced near the spring, amesflarger than 220 fs are required
to move the boulders that line the canyon floorordbver, plunge pools and a broad
shallow channel with scour marks upstream of theyca head indicate overflow of a
large-magnitude flood (> 800 ¥s) in the past. U-Th/He eruption age$je
cosmogenic ages of scoured bedrock and bouldeds'*@ndates from shells within a
backwater deposit support canyon formation between86 ka and 50 ka, with little
activity since except talus production. | proptsat a large flood, possibly related to a
glacial-lake outburst from the Wood or Lost draieado the northeast, poured over the
wall of the Snake River Canyon ca. 50 ka, causeadiwvard erosion for a time-period
of weeks to months, resulting in Box Canyon. Thessults add to a growing
recognition of Quaternary catastrophic floodingtie American northwest, and may

imply that similar features on Mars also formedflopds rather than seepage erosion.



Because excavation of sediment is one of the nagessnditions for canyon
formation (Fig. 4), Chapter 5 is devoted to assgsthe mobility of boulders in
mountain streams. Data from laboratory flumes aatiral streams are presented to
show that the critical Shields stress for initiagnent motion increases with channel
slope, which indicates that particles of the saine are more stable on steeper slopes.
This observation is contrary to standard modeld fradict reduced stability with
increasing slope due to the added downstream gtentl force. Processes that might
explain this discrepancy are explored using a ftwaance model, including increased
drag from channel walls and bed morphology, vaedbttion angles, grain emergence,
flow aeration, and changes to the local flow velpand turbulent fluctuations. | found
that increased drag due to changes in bed morphdiogs not appear to be the cause of
the slope dependency because both the magnitudeegmtdof the critical Shields stress
are similar for flume experiments and natural streaand significant variations in bed
morphology in flumes is unlikely. Instead, gramergence and changes in local flow
velocity and turbulent fluctuations seem to be oesjible for the slope dependency due
to the coincident increase in the ratio of bed-tmess scale to flow depth (i.e., relative
roughness). A model for the local velocity withire grain-roughness layer is proposed
based on a 1-D eddy viscosity with wake mixing. atidition, the magnitude of near-
bed turbulent fluctuations is shown to depend @ndbpth-averaged flow velocity and
the relative roughness. Extension of the modehixed grain sizes indicates that the
coarser fraction becomes increasingly difficultremsport on steeper slopes.

In Chapter 6, a mechanistic model is derived fer ite of fluvial erosion into

bedrock by abrasion from impacting particles tramsud in bed and suspended load.



The model is an extension of recent work that amrsi only impacts from bedload
sediment (Sklar and Dietrich, 2004). The erosite is equated to the product of the
impact rate, the mass loss per particle impact, anded-coverage term. Unlike
previous work, the impact rate is not assumed tadl t® zero as the shear velocity
approaches the threshold for suspension. Instegiden sediment supply is distributed
between the bed and suspended load by utilizingnmmmformulas for the bedload-
layer height, bedload velocity, logarithmic fluigdecity profile, and Rouse sediment-
concentration profile. | propose that the impate rscales linearly with the product of
the near-bed sediment concentration and the imyotity. Particles are considered
to impact the bed due to gravitational settling adVection by turbulent eddies.
Results imply, unlike models that consider onlylbad, that the erosion rate increases
with increasing transport stage (for a given re@asediment supply), even for transport
stages that exceed the onset of suspension. lticagiderosion can occur when the
sediment supply exceeds the bedload capacity be@apsertion of the sediment load is
transported in suspension.

Extracts from some chapters have been publistssdvekere and are reproduced
here with permission. Chapter 2 has been publishetie Journal of Geophysical
Research — Planetdamb et al., 2006), Chapter 3 has been publigh¢oe Geological
Society of America BulletiiLamb et al., 2007), Chapter 4 has been accepmied f
publication in Science(Lamb et al., 2008a), Chapter 5 has been publishecénd
Chapter 6 has been submitted to thardal of Geophysical Research — Earth Surface

(Lamb et al., 2008b).
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Chapter 2

Can Springs Cut Canyonsinto Rock?

2.1. Introduction

The common expression of river incision into iuky uplands is a network of
roughly V-shaped valleys and intervening ridgeg, &mplitude of which diminishes
towards the drainage divide. Deep amphitheateddabavalleys cut into relatively
undissected uplands are strikingly different, amtiere a full network develops, the
form is distinctly stubby in appearance (Figure Such channel networks would seem
to require different processes than simply fludealdebris flow incision. For over 100
years [e.g.Russel 1902;Hinds 1925;Wentworth 1928;Higgins 1984;Baker, 1990],
it has been argued that the amphitheater shapeds hadse from the effects of
groundwater exfiltrating along the base of a hedidweading to mechanical and
chemical breakdown and eventual collapse of théeyahead front. Such channel
networks are relatively uncommon, albeit spectacwaere they occur, and had
received little attention until early photographinages of Mars revealed numerous
occurrences there&sharp and Malin 1975;Pieri, 1976;Carr and Clow 1981]. Since

then it has become generally accepted that the itmelter shape is a reliable indicator

12



Figure 1. Nirgal Valles on Mars. (a) Nirgal Valles mainactmel (top) and stubby,
branching tributaries (bottom). Mosaic of THEMISISV images V07929005,
V01962005, and V1600005. Image width about 27.6 Kurth to top of image.
Mosaic centered at about -27.2°S and 317.0°E. Déhail of tributary headwalls from
MOC NA image E02-02651, image width 2.89 km. Lawabf image shown by box in
(). Ridges along channel floor are eolian megéeg Eolian infilling, mass wasting
and impact cratering have infilled the valley flsand reduced the steepness of the
valley walls, so that no definitive inferences e made about the processes forming
the valley network.
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of groundwater outflow driven erosion, with impartaconsequences for interpreting
the hydrologic cycle and potential for life on MaBaker 1982; Tanaka 1986;
Squyres 1989; Squyres and Kastingl994; Malin and Carr, 1999; Gulick, 2001;
Aharonson et al.2002;Jaumann and Reis2002]. Inspired by Mars observations,
studies have been conducted on what appear tafestteal analogs, especially in the
American Southwest_pity, 1983;Laity and Malin 1985;Howard and Kochel1988]
and Hawaii Kochel and Piper 1986; Kochel and Baker1990]. It has become
commonplace in terrestrial studies to assume sqohiivgn erosion processes (“seepage
erosion”sensuDunne [1990]) based largely on valley topogragbie [Mars channel
working group 1983;Higgins 1984;Baker, 1990;Uchupi and Oldalg1994;Hoke et
al., 2004].

Caution has been proposed regarding this morphgrhased inference.
Howard [1988] and Howard and Kochel [1988] revienréstrial field studies and Mars
observations and conclude that morphometric feataray not be uniquely associated
with seepage erosion. They emphasize that, dieedoock strength (which demands
seepage weathering precede seepage erosion) alagheize of amphitheater-shaped
canyons on Mars, enormous discharges of wateri(requepeated recharge of upslope
drainage areas) would be necessary to create theyens by seepage erosion (if it in
fact occurs). Here we further question the religbof morphometric features as
indicators of seepage erosion. We develop thipgwal by first reviewing where
seepage erosion unambiguously leads to amphithehsgred valley heads—in loose
sediment. We then summarize numerous studieh#vat proposed seepage erosion in

bedrock, emphasizing ones since 1988, and conc¢hatethe evidence is most often
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ambiguous. This leads to a reanalysis of the twestroited terrestrial analog sites: the
Colorado Plateau and Hawaii. While some seepaggheeng due to salt precipitation
clearly takes place in the Colorado Plateau, sgitog is not able to remove boulders
and gravel that tumble onto the canyon floor. Mee¥, high-magnitude flash floods
capable of transporting boulders and incising icttherent rock are a common
occurrence in this landscape and must have corddbsignificantly to the long-term
evolution of these canyons. In Hawaiian basaltshaee found no direct evidence of
seepage erosion. Instead, waterfalls appear tonddenerosion at the valley heads and
runoff is necessary to transport collapsed matefftahally, we review the evidence for
seepage erosion on Mars. We conclude that unii@gyabf morphologic criteria,
coupled with the lack of local evidence of erosfmocesses (e.g., alcoves, seepage
faces, boulder beds) due to post canyon formatiodifications by mass wasting,

eolian deposition and impact effects, makes the t@sseepage on Mars equivocal.

2.2. Seepage Erosion Definitions

In this paper we follow the terminology proposgdDunne [1990].Seepagés
groundwater that emerges from rock or sediment. atA&ing processes that are
facilitated by seepage (e.g. salt precipitatiorgnsital dissolution or frost growth) are
collectively referred to aseepage weatheringThe removal of mass from a seepage
face is termedseepage erosion In unconsolidated sediments, seepage erosion can
occur in the absence of seepage weathering if theharge of seepage water is
sufficient to detach and mobilize the sediment.wier, in rock, seepage weathering

is needed to render the rock cohesionless bef@gage erosion can occuSapping
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describes processes that undercut or underminearg $esading to an overhang. A
variety of processes cause sapping (e.g. cut bagioa by a meandering river, wave
erosion of a sea cliff, seepage erosion at the bhsescarp or headwall, plunge pool
erosion at the base of a waterfall). The tegroundwater sappinghen refers to

sapping induced by seepage erosion.

2.3. Seepage Erosion in Sediment

By far the most conclusive studies connecting sgeparosion to valley
morphology have been in sediments with little to cwhesion. Here, we briefly
summarize studies on seepage erosion in sedimenisotivate our discussion of
seepage erosion processes in rock. For earliae srecompassing reviews of seepage
erosion in sediments the reader is referred to iHg1984] and Dunne [1990].
Seepage can carve valleys in sand by underminiagséiepage face and evacuating
collapsed sedimentKpchel et al. 1985; Howard and McLang1988; Owoputi and
Stolte 2001; Schorghofer et al.2004]. The eroding headwall lowers the local
hydraulic head focusing groundwater flow to thepsge face, which in turn accelerates
erosion of the seepage face. This feedback,dirgisioned by Dunne [1980], has been
shown to produce valleys with amphitheater headsaim boxesHoward and McLang
1988], sandy beacheslipgins 1982], and in numerical simulationslqward, 1995].
The rate of headward erosion is primarily limitedthe capacity of the seepage water
to transport sediment from the seepage face, whaaies with seepage discharge

[Howard and McLang1988]. If a valley becomes choked with colluviumwill
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transmit the water through the colluvium (as gromattr) and thus shut off seepage
erosion Punne 1990].

Larger amphitheater-headed valleys carved intod@esliments have also been
attributed to seepage erosion. For example, heagtogion in gullies or headwater
hollows are often attributed to seepage erosidigdins et al, 1990; Dietrich and
Dunne 1993]. A relict seepage erosion origin has beestulated for the flat-floored
amphitheater-headed valleys formed in glacial ostwaediments of Cape Cod and
Martha’s Vineyard and Nantucket Islands, Massadisigdchupi and Oldale 1994].
Similarly, large amphitheater-headed valleys ctwb iQuaternary shallow marine and
terrestrial sands and gravels in South Taranakwy Kealand, have been attributed to
seepage erosiorPfllans, 1985]. In the Canterbury Plain, New Zealand, seim and
Phillips [1986] described similar seepage erosialteys carved into fluvial deposits
from Pleistocene drainage of the Southern Alps.weie@r, they concluded that the
valleys were originally formed from runoff processand were later widened by
seepage erosion resulting in amphitheater-headeghologies. They postulated that
valley growth is limited by the competence of then to transport the coarser gravels
that form a lag on the valley floor and that préeifon-induced runoff is probably
necessary to remove these gravels.

Schumm et al. [1995] proposed that valleys in tHeritla panhandle in
essentially unconsolidated sediments of the Plegste Citronelle formation were
formed by seepage erosion. The valleys typicalyehvegetated angle-of-repose walls,
symmetric amphitheater heads (locally known asefgteads"), flat bottoms, short first

order streams, and springs emerging from sandssandy clays at the bottom of the
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valley headwalls. Very high infiltration rates enthe unconsolidated sediment and
dense vegetation are consistent with a lack of mélanupslope of the amphitheater
heads. Amphitheater-headed valleys are found in-marine quartz sands with
discontinuous layers of clay, indurated "hardpaast gravel $chumm et gl1995], as
well as unconsolidated beach sandsbkovsky et al.2005] suggesting that lithologic
strength or permeability contrasts are unimportarsetting the first-order morphology
of these valleys.

In sediments finer than sands, erosion at the geefage is typically limited by
detachment of the grains, rather than the abilitthe water to transport sediment. In
silts and clays the permeability is low such ttet groundwater discharge is often less
than that required to overcome the cohesive foofethe grains Punne 1990] and
channelized runoff, sometimes aided by moisuregrdu disaggregation of the
sediment, is the dominant erosive agent. Feedpaog&esses in cohesive sediment

often cause tunneling or pipingdnes 1981;Higgins, 1984;Dunne 1990].

2.4. Seepage Erosion in Rock

Dunne [1980] proposed that seepage erosion pracsessadar to those observed
in sediments could occur in rock. Before rock baneroded by seepage, however, it
must first be rendered cohesionless by seepagénereal PDunne 1980;Dietrich and
Dunne 1993]. Dunne [1980] envisioned seepage weatevgturring as emerging
groundwater weakens the bedrock while increasirgy pgorosity and hydraulic
conductivity through chemical weathering. For epémin Vermont, Dunne [1980]

described siliceous and calcareous granulite b&diat was friable and stained brown
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where springs emerged along joints. Once weakenethd point of cohesionless
sediment, the material can be removed through @ees induced by the flowing
seepage water in the manner described above fpageerosion in sediment. Seepage
erosion at the base of a headwall might then leadirtdermining (i.e., sapping),
collapse of the rock above, and retreat of the Wwalid Similar to seepage in sediments,
Dunne [1980] proposed that focusing of groundwdiecharge at the channel head and
seepage weathering form a positive feedback leathnthe formation of channels
through the retreat of the headwall. Thus, chaneeluld be initiated and extended
creating channel networks without the aid of swefamoff.

Howard [1995] showed numerically that amphithe&teaded valleys can form
from seepage erosion in rock if the erosion rateth#f valley head scales with
groundwater discharge. Such a relationship has lbsed in models of landscape
evolution Willgoose et al. 1991; Stark 1994; Howard, 1995;Hovius et al. 1998].
However, potential seepage weathering mechanismsdieemical weathering, wetting
and drying, freeze-thaw, salt wedging, root wedgigd ice needle growtiH[ggins
1984]), have yet to be investigated quantitativellyis possible that for some of these
mechanisms, weathering rate is inversely relatesegpage discharge. For example,
weathering due to salt precipitation facilitateddegpage evaporation [elgity, 1983]
could be less effective if seepage discharge esctezl evaporation raté/lpson and
Pederson2004]. Freeze-thaw processes might be lesstie#eior large springs with a
greater thermal inertia. For these cases, thebtedbetween headwall retreat and

seepage erosion, described above, could be negakweusing of groundwater flow
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towards the migrating headwaD{inne 1980] would then cause a decrease in seepage
weathering and an eventual demise of the canyon.

It is difficult to observe seepage erosion in be#drdecause, if it occurs, it
requires long timescales. Therefore, valleys fainhy seepage erosion are often
identified based largely on their form [eBgker, 1982;Mars channel working groyp
1983; Higgins 1984;Kochel and Piper 1986; Baker, 1990;Luo, 2000;Hoke et al.
2004]. These studies typically assume that seegagsion valleys in rock have
amphitheater heads, drawing on the studies of geep@sion in sediments.

Instead of a morphometric analysis, we focus herenechanistic evidence for
seepage erosion. In order for seepage to ero@del@dk canyon it must be able to 1)
weather the seepage face and 2) transport collapséetial. Similarly, if a case is to
be made for surface runoff, it must be able toldposame - erode bedrock and transport
sediment. Physical erosion of bedrock by surfaoc®ff is known to occur by a variety
of mechanisms (e.g. abrasion, plucking and caweitafWhipple 2004]) and some
process-based rate laws for quantifying geomorphange due to these processes have
been developed [e.§Vhipple et al 2000;Sklar and Dietrich 2004]. Unfortunately,
seepage weathering and erosion in rock have nat tpeantified nor have mechanistic
rate laws been proposed. In fact, in most stuthesmechanism by which seepage
erosion occurs has not been identified. Thus,pihecing the processes responsible for
weathering or eroding a bedrock headwall is necigsqualitative. For seepage
weathering and erosion, we expect weathered anchaneally weakened rock,
secondary porosity, and alcoves around the seefa@ge For runoff processes, we

expect scoured bedrock, plucked blocks and plungelsp A spring does not
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necessarily indicate seepage erosion, just as erfathtdoes not necessarily indicate
plunge pool erosion. Many large springs exist tlamé not associated with
amphitheater-headed valleys [eWhiting and Stamn1995]. It should be noted that
this qualitative description of erosion processessdnot prove process dominance for
valley formation. Rather, these observations mehe first step towards mechanistic
hypotheses for amphitheater valley formation, whielil then require further
exploration through the development and testingjuaintitative geomorphic rate laws
[e.g.Dietrich et al, 2003].

In addition to bedrock erosion and weathering, aadon of collapsed material
from the valley headwall also provides a necessamstraint for valley formation,
which fortunately can be assessed quantitativeth wediment transport theory. The
talus of collapsed rock from above the seepage iacmt likely to be weathered by
seepage, at least initially. If the talus cannotdraoved, it will eliminate the exposed
seepage faceDunne 1990] and buttress the headwall, preventing &srtietreat and
leading to the demise of the canyon. As talus mcdates on the valley floor, it might
reach a slope in which sediment transport can ocelowever, if this slope is greater
than the regional topographic slope updip of thieeeting headwall, the headwall will
decrease in height as it migrates upstream, agarhirig to the eventual demise of the
canyon (Figure 2).Thus, large discharges of water or steep regislogkes are required
to maintain an upslope propagating headwall, ostuttial time is required to weather

the talus to transportable sizes.
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Figure 2. Schematic of upslope headwall propagation duesdepage erosion,
illustrating the necessary condition of debris realto If the discharge is not sufficient
to transport collapsed debris at a given slope, bide will aggrade until the slope
surpasses the critical slope necessary for trahsgbrhis critical slopeS; is greater
than the regional topographic slope, then the haddwill diminish in height as it
propagates upslope, eventually leading to the depofithe canyon.

22



2.4.1. Case Studies

Mastronuzzi and Sanso [2002] examined valley neisiateveloped in the
permeable limestone and calcarenite in the Apudigion of southern Italy. These
valleys are currently dry, but Mastronuzzi and $ansason that high water tables
during sea level high stands might have promotepage erosion at the valley heads.
They suggested that the low relief of the regiomsea a lack of overland flow and high
infiltration rates. Besides the morphometric emics they mentioned notches, tafoni,
and caves along the valley walls. These erosifomals likely indicate some seepage or
groundwater erosion. Due to the calcareous subst&eosion might have occurred by
dissolution.

In Yorkshire, England, a plateau consisting of lovikerassic calcareous grit and
upper Oxford Clay is cut by amphitheater-headedeysal[Nash 1996]. The upper
portion of the lower calcareous grit sandstonerhase silica cementation and defines
that plateau. The lower calcareous grit providgermeable aquifer bounded roughly
on the bottom by the upper Oxford Clay. Groundwateerges along bedding planes
in a 20-30 cm thick zone. Rock above the seepage shows little evidence for
weathering while rock below the seepage zone shewbsstantial weathering with
material broken down into centimeter-sized angpigces. There is an increase in
jointing and fracturing along the bedding planeshiea seepage zone. Like the Apulia
valleys, dissolution might be important particwaecause of the calcareous substrate.
Alternatively, the calcareous grit is weakly condated and hydraulic forces might be
sufficient to mobilize grains with little or no geege weathering. Nash [1996]

proposed that seepage erosion was responsible adward development of the
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valleys. However, he stressed that there alsobkas significant contribution from
surface runoff with channels evident upstream efuhlley headwalls and that much of
the drainage network was originally formed by sceflow from glacial meltwater.

Some soil or sediment mantled bedrock valleys Haeen proposed to have a
seepage origin. Here it is unclear if seepagea@mnas occurring in the soil, bedrock, or
both. For example, Onda [1994] reports on amphtdreheaded valleys in Obara,
Japan where a thick soil covers granodiorite bddr@eepage erosion was observed in
the soil. The deep amphitheater-heads of theysllgowever, suggest that the form of
the valleys is expressed in the bedrock, not jushé soil cover. It is unclear how the
erosional processes in the soils affect the bedrockla [1994] proposed simultaneous
seepage erosion in rock at the soil-rock intertaceugh enhanced chemical weathering
and in soil at the soil-air interface where visohbkervations of seepage erosion were
made. Another possible explanation might be thatreducing the soil thickness,
seepage erosion indirectly increased the erosiobeofrock at the valley head by
increasing the rate of local soil production [édgimsath et al1997]. It also remains
possible that the soil is a thick as the valleyefehnd the valleys is not cut into the
underlying bedrock. In this case, the amphithefaten is a result of seepage erosion in
the soil only. For example, in his Vermont studtesiDunne [1980] noted seepage
erosion in the sediment, but did not document erosi the underlying substrate.

Two studies in areas underlain by basalt desereation here due to the
potential of a similar lithology on MarSgott and Tanakal986]. Based on overhangs
near plunge pools, Pederson [2001] interpreted agge@rosion to be an important

erosional process at Akaka and Rainbow Falls tpeit ®ver basaltic bedrock on the
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island of Hawaii. We observed in August 2004 tinat alcoves near the base of these
waterfalls seem to be associated, at least spatiaith the waterfall plunge pools.
Although the alcove at Rainbow Falls is almost elfivee and extends on the order of 10
m behind the waterfall, we found semi-circular §ire# twigs and debris deep within the
alcove indicative of plunge pool spray. Macdonetlcl. [1983] interpreted the alcove
at Rainbow Falls to be the result of a weaker lbgd overlain by a more resistant
waterfall-forming bed. Bedrock scours and potholgstream of Rainbow Falls
indicate that surface flow can cause substant@dien of the more resistant bedrock.
Thus, headwall retreat via plunge-pool undercuttihthe weaker bed seems plausible.
Several large amphitheater-headed valleys existagaries to the Snake River
near Hagerman, ldaho. These valleys were firspgeed to have a seepage erosion
origin by Russel [1902] and later by Stearns [198&}ause of their amphitheater heads
and because some of the largest springs in Nortarisaemanate from their heads. In
addition, there is no overland flow currently emtgrthe canyons and there is little
development of a drainage network upslope of tmyaas (Figure 3). We have begun
to study one of these canyons, Box Canyon, whichtha 11 largest spring in the
United States (~ 10 #s, [Meinzer 1927, USGS gauge 13095500]) emanating from the
base of its headwall (Figure 4). Box Canyon wawexh into near-horizontal layered
flood basalts, named Sand Springs Bas&tedqrns 1936], with an age of ~ 95 ka
[Tauxe et al.2004]. Stearns [1936] postulated that Box Camyais formed by rock
dissolution and that the absence of talus at tla€l loé the canyon in comparison to its
side walls is evidence of continued dissolution rehenost of the seepage occurs

(Figure 4). Our qualitative observations at thacef the canyon, however, indicate
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Figure 3. Shaded relief map of 10 m topographic data (USG&B®Nof Box and Blind
Canyons, Idaho. Although the regional topographipe dips towards the canyon, the
landscape is largely undissected upslope of theoremy which end in near vertical
headwalls.
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that the rock does not appear mechanically weakerare weathered than rock found
elsewhere in the region. In fact, the most weathebeulders are found well
downstream from the channel head. The water #dsf Box Canyon is from the
Snake River Plain aquifer, which extends over mefcouthern Idaho and is composed
almost entirely of flood basalts. Water sampld®maby the U.S. Geological Survey
from Box Canyon creek and neighboring wells indicsilica concentrations typically
ranging from 32-35 mg/L, which bracket the satamatralue of approximately 33 mg/L
[Faure 1998] (for dissolved Quartz and amorphous séité4 degrees Celsius and pH
= 8, conditions typical of Box Canyon [USGS gauge]Jhus, enhanced chemical
weathering does not appear to be occurring at depagye face. Further, there are
numerous large springs in close proximity to Box1m that are fed by the same
basaltic aquifer and do not have canyons assocmtadhem. For example, Thousand
Springs is located along the wall of the Snake Rranyon about 2 km from Box
Canyon and emits ~ 34%ms, which is more than three times that of Box @emyand
does not have an alcove. The basalt in Box Catyeaks down into large (~ 1 m)
boulders that, without weathering, must be tranggbaway from the canyon head to
allow canyon growth. Despite the great discharfgi® spring, no measurable amount
of sediment is currently being transported throlgix Canyon. We have begun to
document evidence for a large flood that would hheen capable of moving the
boulders Lamb et al. 2004]. This hypothesis is supported by bedraduss at the rim
of the headwall and semi-circular talus-free regiahthe head of the canyon indicative

of plunge pools (Figure 4). The origin of Box @an is the topic of our future
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Figure 4. Photograph of the headwall of Box Canyon. Sprimgewis discharged from
the base of the headwall below the water line.eNlo¢ absence of talus near the

headwall and the semi-circular boulder-free regipomssibly indicating plunge pools.
A scoured notch at the rim of the canyon indicatese overflow in the past. Headwall

relief is approximately 40 m.
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research, but at this preliminary stage we canladecthat a waterfall origin seems at

least as likely as a seepage-erosion origin.

2.4.2. The Colorado Plateau

Perhaps the most studied bedrock valleys attribtitedeepage erosion are
amphitheater-headed canyon tributaries to the @d@grSan Juan, and Escalante Rivers
[Laity, 1983;Laity and Malin 1985;Howard and Kochel1988]. These canyons are
developed primarily at the lithologic contact whettee permeable eolian Navajo
sandstone overlies impermeable mudstones and saedsbf the fluvial Kayenta
Formation (Figure 5). The case for formation ofsthealleys by seepage erosion was
most strongly argued by Laity and Malin [1985]. their conceptual model,
groundwater flows out along the contact betweesdhwo formations because of the
contrast in permeability. Weathering and erosianaucelerated where seepage occurs,
primarily through salt weathering in which salt i3l growth, associated with
groundwater exfiltration and evaporation, cause=akup of the bedrock, leading to
focused undermining and alcove developmeaitj, 1983]. Some amphitheater heads
are near drainage divides suggesting that minourgheater flow can be effective in
advancing canyon headwalls. Navajo sandstone blapkear to break down easily to
sand once dislodged from cliffs, given the limitwthount of coarse debris on canyon
floors. This absence of coarse load might allowngpflows or possibly wind to carry
away residual sand.

Although we agree that direct evidence for grountdwaeepage and seepage

weathering at the Navajo-Kayenta contact is cli@r relative importance of seepage
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Figure 5. (a) Panoramic view into a large alcove ~400 m e&dtildcat Seep in
Horseshoe Canyon (Head Spur Quadrangle, Utah). cbhe&ct between the eolian
Navajo sandstone above and the fluvial Kayenta &ion below is marked; note that
the valley bottoms downstream of the alcoves agrifstantly inset into the Kayenta
formation due to fluvial channel incision into batleak mudstones and resistant fluvial
sandstones that form ledges. These resistant kKapeals form large boulders that the
fluvial channels transport in large flash floods,iadicated in 8b. Also note that the
fluvial channel above the well-developed alcove hassed significantly into the
Navajo sandstone (making a “v’ shaped notch), drmat the headwall with little
drainage area to the left is filled in with collaggtalus that has not been excavated. (b)
Large, primarily Kayenta boulders in the fluvialacimel a short distance downstream of
the alcove at Wildcat Seep. Note the imbricatadkshg of the slabs, indicating fluvial
transport.
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processes versus surface flow processes in sétifigvalley morphology and headwall
retreat rate is ambiguous. Howard [1988; 1994] &lwmivard and Kochel [1988]
provide detailed reviews of evidence for and agangominant role of seepage erosion
in the formation of these valleys. Here, basedoon field observations, we further
demonstrate the importance of overland flow in gporting sediment and eroding
bedrock in this arid environment, and the role whologic controls in canyon
formation.

Flash flood discharges caused by rapid surface 8oress the bedrock uplands
greatly exceed spring flows. For example, in thyears of monitoring, Dick et al.
[1997] measured a flash flood discharge of ~0*srftom ~1 knf drainage area in this
region. Spring discharges from the Navajo sandstare nearly three orders of
magnitude smaller, with maximum measured flows fralbout 0.001 riis [Gregory,
1916] to 0.003 riis [Laity and Malin 1985]. The strong role of precipitation runaff i
transporting sediment is illustrated by the dramdteadcut advance of an interior
channel (i.e. arroyo) that occurred in a tributafyToenlushushe Canyon, Arizona
between 1985 and 2004 (Figure 6). The arroyo idcis¢o primarily fine alluvial
sediment that was probably deposited during theaaiggional epoch of the present
arroyo cycle that ended by about 188®pke and Reeve$976]. This aggradation was
followed throughout much of the Southwest by deegision. Based upon
measurements we made from aerial photographs aodraphic maps, the ~ 18 m high
headcut progressed about 400 m over the 19 yetwgdre pictures (Figure 6). Simple
hydraulic calculations suggest that a 0.003snspring flow would only fill the arroyo

with approximately 1 mm of water (neglecting infBition and evaporation and using
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Figure 6. Erosion of alluvial fill in a tributary to Toerdbushe Canyon, Navajo Indian
Reservation, Arizona. (a) View of valley and aleokeadwall in 1985. Note the
densely vegetated and nearly undissected alluliatdar the headwall. (b) View in
2004, showing extensive removal of alluvial filldamegetation near the headwall. Note
that viewpoints are slightly different. (c) Detall alcove headwall in 2004. Talus has
been reexposed in the headwall, and meter-scaleldrsuoccur within the entrenched
channel. The headwall is centered at 36.669°N14/0d776°W on the 7.5’ Inscription
House Quadrangle.
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Manning’'s equation witm = 0.03, slope of 0.02, and arroyo width of 48 mameed
from U.S. Geological Survey quadrangle). Suchoavftould not transport even the
fine sand (~ 0.25 mm) found on the valley floBuffington and Montgomeryi997].
In order for seepage flow with a constant dischdogransport the required sediment
flux, the flow depth must exceed ~ 6.5 cm (basedMayer-Peter and Muller [1948]
equation for bedload transport, recently revised Wgng and Parkerinj pres$,
assuming a rectangular channel cross section, amdienum average transport rate of
3.7x10* m¥s calculated from the total volume of sedimen2x20° m®, eroded over a
maximum time of 19 years. The volume of erodedmedt was calculated from the
arroyo dimensions (18 m x 400 m x 48 m) assumipgrasity of 0.35.). The required
sediment flux could only be achieved by the obsgiseepage discharge if the channel
width was less than 9.8 cm. A channel with thiseaspatio, however, is unreasonable
based on our observations of typical spring-fednoke&s which have width-to-depth
ratios much larger than 2. Furthermore, meteresdabulders in multi-boulder
groupings are observed on the bed of the gullyuif@dc), suggesting flows capable of
transporting clasts of this size. The arroyo hasrdributing drainage area of about 0.8
km? from two washes upslope of the canyon headwalle ifiability of spring flow to
transport significant amounts of fine sand, in casttto the inferred transport of meter-
scale boulders, suggests that flash floods fromnseinthunderstorms are responsible
for most of the observed sediment excavation.

Amphitheater heads that drain moderate to largacel areas (where significant
guantities of surface runoff can occur) typicallgvk plunge pools associated with

waterfalls. Figure 7 shows a survey of a typidabee in Horseshoe Canyon, Utah,
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with nearly 30 m of overhang. The slope from tbeapof maximum overhang down to
the basal plunge pool is talus covered and at tigdeaof repose for non-cohesive
material. Although the plunge pools are signifitarsmaller in diameter than the
overall amphitheaters, their incision may enablegest of the much wider canyon
headwall by removing the surrounding sediment aamldst Figure 8 illustrates
conceptually how vertical plunge pool incision wilhdermine the angle of repose
apron on the seepage face, removing sediment andaps leading to deeper
undermining of the overlying bedrock and its evahtoollapse. This model still
requires the formation of an angle of repose slopleich could come about from
seepage weathering and collapse of material frooneab However, undermining could
also occur simply because of recessive weathefifkgagenta mudstone layers. In this
way it is at least plausible that the amphitheat&lth is significantly wider than the
plunge pool due to undermining unrelated to seepage

Ultimately, to move sediment out of the channed, dlownstream channel must
remain steep enough to transport the sedimentreisires that alcove retreat be tied to
incision on the downstream channkloward and McLang1988]. If seepage erosion
alone were driving headwall retreat, the zone akimam seepage and recession would
be at the valley floor, which is rarely the casey.(eFigure 7). Many of the fluvial
channels just downstream of alcoves have incisaal riesistant beds of the Kayenta
formation (Figure 5). These channels are commetdgp, such that boulders that fall
onto the canyon floor or are excavated from thennbkhbed can be effectively removed

by flash floods.
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Figure 7. (a) Panoramic photograph of
Burro Seep alcove of Horseshoe Canyon
(Head Spur Quadrangle, Utah), just east
of Canyonlands National Park. The
contact between the eolian Navajo
Sandstone above and the fluvial Kayenta
formation below occurs at the lower seep
level, significantly above the valley
bottom. The plunge pool is ice-covered
due to active seepage in this March 2002
photograph. Field observations verify
that the talus-covered ramp is at the
angle of repose for non-cohesive
material, and is symmetric around the
plunge pool. Drainage area above the
alcove is 1.2 ki  (b) Surveyed
morphology of the alcove, shown in
planview. Lines A-E correspond to
surveyed cross sections in  7c.
Measurements made by  Simon
Brocklehurst. (c) Surveyed cross section
profiles of the alcove, showing vertical
valley walls on the sides (profiles A, F)
and nearly 30m of overhang in the center
(D). The overhang is greatest in the
center of the alcove and is notably offset
from the entrance point of the main
overland flow channel, although the
current zone of most active seepage,
indicated by ice on the talus ramp, occurs
directly under the channel.
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Figure 8. Conceptual model of some likely controls on akaworphology and
headwall retreat rate at the Navajo/Kayenta contatgadwall morphology is dictated
by: caprock strength (maximuf) and thicknesshy), which sets the critical overhang
distance X), plus the maximum stable angle of the weathetgpically sediment-
covered zoneg), in turn is set by the angle of repose for sedim@ the residual
strength of the weathered rock. The combinatiomwdrhang required for failurex)(
and the critical slopeqj of the seepage zone dictate the depth of incibelow the
upper seep required for headwall retrdwgj, (which is likely accomplished by plunge-
pool scour and fluvial erosion. Ultimately, plungeol downcutting may be limited by
the baselevel lowering rate of the downstream #lughannel because the channel must
maintain a critical slopeX) that enables the transport of coarse sedimentedkefrom
incremental headwall collapse and downstream chamnasion.
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The particular stratigraphy of nearly horizontakrmpeable, and relatively
unjointed (hence relatively strong to slope col&gpbut easily weathered sandstone
(Navajo formation) overlying an impermeable, medbalty weak strata (Kayenta
formation) are essential to the emergence of tilséindt canyons. Laity and Malin
[1985] suggested that tributaries on the east sifléehe Escalante do not have
amphitheater heads (in comparison to valleys onwidnst side) because, due to the dip
of the Kayenta-Navajo contact, little groundwatiemf is directed to the valley heads.
Given the sensitivity of canyon morphology to expresof Kayenta-Navajo contact,
this comparison is incomplete because the easthsigaries expose the recessive and
impermeable upper Kayenta formation, while the vea$e tributaries do not.

These observations suggest that the morphologyesttcanyons likely does not
depend uniquely on seepage erosion processes.e @neramphitheater valleys with
little upland runoff and with groundwater seepagbgere salt weathering forms local
alcoves and mostly likely contributes to headwattgat. However, in many instances,
if not all, runoff in channels from overland flow & contributor and in some cases may
dominate the channel incision through plunge peosien and transport of collapsed
debris. The particular geologic framework and tpessibility of significant
contributions from both surface runoff and seepsgggest that these canyons are at

present an ambiguous analog for interpreting vdtdeming processes elsewhere.

2.4.3. Hawaiian |slands

The most cited examples of amphitheater-heade@ygiin basalt are on the

windward, wet sides of the Hawaiian Island4inds 1925; Stearns and Macdonald
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1946; Macdonald et al. 1983;Kochel et al. 1985;Baker, 1990;Howard et al, 1994,
Craddock and Howard2002;Lamb et al. in review]. Some of the most spectacular are
the Kohala valleys on the island of Hawaii (Fig@e These valleys have U-shaped
cross-sections in their lower reaches, and mosthef headwalls are steep and
semicircular in planform. In contrast, smallerlgg$ that run along side of and often
drain into the larger canyons have more V-shapetitién planform and lack steep
headwalls.

The similarity of the Kohala amphitheater-headedtleya with those in the
Colorado Plateau and in sand boxes (mainly theflibars and steep headwalls) led
Kochel and Piper [1986] and Kochel and Baker [1980rgue that seepage eroded the
Kohala canyons. Building upon earlier suggestiopdVentworth [1928] and Stearns
and Macdonald [1946], they proposed that rapid eb@mweathering induced by
seepage at the intersection between dike-impouwagel tables and streambeds caused
the formation and subsequent undercutting of krooks. These knickpoints carved
the valleys by propagating upslope, eventually fagiihe steep valley headwalls. The
smaller valleys were not able to tap groundwatertherefore remained small.

If seepage erosion carved the Hawaiian valleyshgpmust have been able to
weather and erode the seepage face, as well apdrarcollapsed talus and boulders
out of the valleys. The evidence for such processtacking. Well-developed alcoves,
secondary porosity, or obviously weathered roclksrare at valley headsipward et
al., 1994]. Furthermore, springs have not been fanrsbme valley heads (e.g., Pololu
valley [Stearns and Macdongld 946]). Where springs occur, the dischargesarall

and the flows are unable to transport the large iy basalt boulders that accumulate
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Figure 9. Shaded relief map of 10 m resolution topograplitadnd 90 m resolution
bathymetric data of the Kohala region of HawaiQ0In contour interval. The 1000 m
and 15000 m contours are labeled. Data from Ugldgical Survey, Monterey Bay
Aquarium Research Institute, and U.S. Army CorpEmgineers.
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Figure 10. Photographs showing waterfall plunge pools attlitkad Waipio valley
(indicated with “*” on Figure 9). Headwall reliaé approximately 600 m. Note
multiple waterfalls that appear to be verticallpding plunge pools.
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in the channels. For example, Waipio valley (Fgg9) has the greatest number and
discharge of springs which range from 0.35- 0.9&nwith a cumulative discharge of
2.76 ni/s [Stearns and Macdonaldl946]. These springs, however, are dwarfed by
Wailoa stream, which flows through the main sectdriVaipio valley with a mean
annual-peak discharge of 120/mand a maximum recorded peak discharge of 244 m
(USGS gauge 1632200).

Hawaiian amphitheater-headed valleys typically hawaterfalls at their
headwalls $tearns and Vaksyidk935;MacDonald et al. 1983]. These waterfalls are
commonly stepped and appear to cause substantisiorras indicated by the deep
plunge pools interrupting the cascading falls (FegdO) Howard et al, 1994].
Multiple active waterfalls along with mass wastiigthe headwall could allow for the
retreat of a headwall that is much wider than amdmidual waterfall Stearns 1985].
The retreat of a wide headwall, mass wasting ofeyatide walls, and the radial
drainage pattern are all potentially important iapturing neighboring streams
[MacDonaldet al, 1983]. The flat floors near the valley mouthdjiles previously
argued to indicate groundwater sappikgp¢hel and Piper1986;Kochel and Baker
1990], are the result of alluviation of valley fksdollowing island subsidenc&{earns
1985; Moore and Clague 1992]. Lamb et al. [2005; in review] combined dbe
observations and proposed that the Kohala valleysdd from upstream propagation
of huge knickpoints due to waterfall erosion, rattigan seepage erosion. These
knickpoints were most likely initiated by the heeal® of a huge flank collapse of
Kohala volcano, the Pololu Slummgore et al, 1994;Smith et al.2002], expressed as

the present-day ~400 m sea cliffs. Smaller valleyght not have developed into
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amphitheater-headed valleys because they haveesndailinage areas contributing to

surface runofflLamb et al. 2005; in review].

2.5. Amphitheater-Headed Bedrock Canyons:

Alternative I nterpretations

Amphitheater-headed valleys can arise from othecgsses in the absence of
seepage, such as upstream advancing waterfallsevgh@nge pool erosion and mass
wasting drive headwall retreat. Plunge pool preessn layered sediments are known
to result in knickpoints [e.gHolland and Pickup 1976;Robinson and Hans@ri996;
Hanson et al. 1997; Bennett et a). 2000; Bennett and Casali2001]. These
knickpoints can develop an amphitheater form ag #uvance upstream. For example,
in the welded ash of the Ka'u desert, Hawaii, artigdter-neaded canyons have
formed exclusively from plunge pool undermining sayrface runoff Craddock et al.
2005] (Figure 11). Headwall propagation by watérgosion also occurs in more
resistant rock Rosenblum and Andersoh994;Seidl et al. 1994;Yoshida and lkeda
1999; Bollaert and Schleiss2003; Hayakawa and Matsukura2003; Bishop et al.
2005; Crosby and Whipplein press]. For example, Niagara falls retregistnieam as
the resistant limestone caprock fails due to plunge undercutting of the underlying
mudstone Gilbert, 1907], leading to an amphitheater-headed vallegufe 12). An
example in basalt are the series of amphitheat&dduktributaries of the Snake River,
Idaho, (e.g. Blue Lakes Canyon) formed by the Ed#mannel of the gigantic
Bonneville Flood spilling over the walls of the &eaRiver Canyon Nlalde 1968;

O'Connor, 1993].
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Figure 11. Photograph of small amphitheatre-headed canyooded into layers of
welded ash in the Ka'u desert on the island of Hawa
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Figure 12. Shaded relief map of 30 m SRTM topographic ddta Geological Survey)
of Niagara Falls. Lake Erie is to the north. Nttat at this resolution the channel
upstream of the waterfall is relatively indecipt#ea such that the falls could be taken
as the headwall of an amphitheatre-headed canyon.

43



In the aforementioned examples of amphitheaterdgtadlleys, an initial near-
vertical face was imposed on the valleys by sontereal source, and therefore might
be a necessary condition for the formation of atmglater-headed valleys. For
example, Box Canyon, as well as the canyons ofCihlerado Plateau, grew outward
from the deeply incised river canyons of the SnRkeer and the Colorado and San
Juan Rivers, respectively. The Kohala valleys afv#lii likely evolved from the steep
headwall of the Pololu Slump.gmb et al. in review]. A near vertical headwall was
typically used as the lower boundary condition iaegage-erosion sand box
experiments Kochel et al. 1985; Howard and McLane1988]. On Mars, such
knickpoints might be induced by the wall of a deelpicised river canyon or impact
crater.

Perhaps a more important factor leading to an atingdiier head is the stability
of the headwall relative to the resistance of thetemal to incision, rather than any
particular erosion process, be it seepage or plpu® erosion. One of the most
obvious similarities between all of the amphithedieaded valleys cited, whether
carved in basalt or sediments, by seepage or \afifesfthat they have been eroded into
a material consisting of relatively horizontal bed$ varying strength. This
configuration is relatively resistant to verticatision, in that eventually a strong bed
will need to be cut through. On the other handhsumaterials are relatively susceptible
to lateral retreat by backwasting of a near veltiaee because a vertical face exposes
weaker beds, which can then be undercut. The mm&ontal layering also promotes
stability of a vertical face, which leads to a ma@mphitheater-like shapé{inne

1990]. Vertical variations in rock strength arellvilustrated in the layered sandstones
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and mudstones of the Colorado Plateau. In therdayeolcanic rocks of Hawaii and
Box Canyon there might be subtle differences irkrseength for the different lava
flows, but this is less obvious. However, bashhse an inherent anisotropy in their
resistance to erosion because of fracturing. Whdsalt is relatively resistant to
vertical incision by fluvial processeSKlar and Dietrich 2001], erosion by lateral back-
wasting might be more effective because verticilrooar fractures allow the face to
easily collapse (e.g. Figure 4). Stearns [198&) sluggested that vertical jointing and
horizontal bedding in basalt makes it more pronesttmd as a vertical headwall in
Hawaii. In weak sedimentary rocks or sedimentbtlsichanges in grain size, such as a
cohesive layer or a gravel lag, or vegetation cawngght favor lateral retreat over
vertical incision, and tend to produce a steep wald Even in seepage erosion
experiments that used a homogeneous sand suldstiatéloward and McLangl988],
there was likely a vertical variation in the reaiste to erosion because surface tension
of pore water acted to provide cohesion above #®page zone, allowing a near
vertical headwall.

In some cases the rate of headwall retreat mighgjdserned by the loss of
strength and failure of the vertical face ratheantlany particular hydraulic process.
Such a mechanism has been proposed for the fommatioamphitheater-headed
canyons along the Australian escarpmeéfdyng 1985;Seidl et al. 1996;Weissel and
Seidl 1997]. Seepage or surface flow might then ornbypa role in evacuating
collapsed material that would otherwise form adadlope and buttress the headwall

from further collapse.

45



2.6. Seepage Erosion on Mars?

Involvement of groundwater seepage in excavatiouatiey networks on the
cratered highlands of Mars has been postulatedusimenous studies [e.¢Rieri, 1980;
Carr and Clow 1981;Baker and Partridge1986;Goldspiel and Squyre2000;Grant,
2000; Gulick, 2001]. Difficulties in finding mechanisms forqaucing an atmosphere
early in Martian history capable of supporting mpéation and runoff led to early
suggestions that valley network erosion could be tdunobilization of water originally
stored in the regolith. Erosion of valleys, howevequires volumes of water at least
100 times the volume of sediment removed in cutthng valley, even in the case of
cohesionless sandbslgward and McLangl988]. For cohesive soils or indurated rock
cumulative discharges greater thar? fifnes valley volume is required in terrestrial
valley networks to accomplish weathering, bed emsiand transport of sediment
through the valley networkHoward, 1988;Goldspiel and Squyred4991]. This large
water demand led others to suggest that flows tirdbe valley networks might have
been supplied by hydrothermally-driven flows fromloanic intrusions Gulick, 1998;
Gulick, 2001] or from crater impactg naka et al. 1998]. Basal melting of the south
polar cap has also been proposed as a source ef featgroundwater seepage to cut
valley networks Clifford and Parker 2001]. Carr [2002] notes, however, that many
valley networks occur at elevations too high fas tto have been a contributing source
of water. Some valley networks with amphitheateadwalls originate high on the
outer rims of crater basins, so that, if they wkrened by seepage erosion, water
sources had to be very local and derived from prdion [Grant, 2000]. Indeed,

recent acquisition of high resolution images sutgtst flow magnitudes and drainage
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patterns most likely required precipitatio@raddock and Howard2002; Malin and
Edgett 2003;Moore et al, 2003;Mangold et al. 2004;Irwin et al, 2005;Moore and
Howard, 2005].

Low Martian drainage densities have also been sigdeto be indicative of
seepage erosion. The assumption is that a largeadeaarea per unit length of channel
(the inverse of drainage density) implies a largectthrge is required for channel
cutting, and this would be consistent with the treéaweak process of spring driven
incision. Measurements of drainage density baseuh 3pking and Mariner 9 images
with resolutions ~200 m/pixel resulted in estimatidinage densities of ~0.02 Km
[Carr and Chuang1997]. Recent measurements based upon high&uties images
from the Narrow Angle Mars Observer Camera (MOC Nyd the Mars Observer
Laser Altimeter (MOLA) have increased maximum restied drainage densities to
~0.1 km', which approaches the range of terrestrial draindgnsities Ifwin and
Howard, 2002;Hynek and Phillips2003]. Rather than being indicative of seep#ue,
relatively low drainage densities might arise framgh permeability of the impact-
generated regolith on early Mars, abundant smatessions from impactsiprtmann
et al, 2001] that encourage infiltration, and modificatiof the valleys by eolian
infilling, mass-wasting, and impact gardening sujoeat to the time period of active
flows [Williams and Phillips 2001;Craddock and Howard2002;Irwin and Howard
2002].

Even if one assumes that amphitheater-headed saleyindicators of seepage
erosion, a morphologic analysis is hampered on Ndgrsmage resolution and post-

incision degradation by mass wasting. Images efNfartian surface from missions
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through the Viking Orbiters produced near-globaverage at resolutions generally
between 200-300 m/pixel. At such resolution mamjley networks appeared to
terminate at abrupt headwalls. In more recenhdrgesolution images from Mars
Global Surveyor, Mars Odyssey, and Mars Express]ldnbutaries are generally seen
to gradually shallow headwards, merging progre$giwgth their contributing uplands

(Figure 13).

Once channel incision ceased on Mars, mass waslan deposition and
erosion, and impact cratering continued to erodd deposit mass, destroying
diagnostic features of smaller tributaries. Theghli Valles system, long considered to
be the type example for a groundwater sapping rm&twa Mars, has been deeply
infilled by eolian sediments, as evidenced by thallew valley headwalls and the
abundant megaripples on the valley floor (Figure The valley walls show little
evidence of bedrock layering, despite the probaktavation of the valley into layered
basaltic flows $cott and Tanakdl986]. Mass wasting processes and impact gargeni
have apparently relaxed the valley walls until theyerage about 19 degrees in
steepness. Slope angles less than typical angépose slopes (>30 degrees) may have
been produced by ice-driven creepefron et al, 2003]. As a result of these
modifications, many of the local features in tefmias drainage networks that suggest a
seepage-erosion origin cannot be found, includiegpage faces and undercut valley
headwalls.

Simulations byHoward [1995] of scarp planform evolution showed thatexsd
formed initially in layered rocks by fluvial erosioproducing scarps with headward

canyon terminations that are pointed in planforar) develop rounded amphitheater
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Figure 13. A portion of the Parana Valles Martian valleywetk. Image width is 63.7
km. Image centered at about 21.5°S and 349.5%&oégh the larger valleys are deeply
incised with steep valley walls, smaller tributarigenerally shallow gradually towards
their headward end, often merging insensibly with source upland. Note the two
impact craters marked with “*” that have been erbtie the point that their rims are
nearly obliterated. North to top of image. Mosaigortions of THEMIS IR images
101886002, 100825004, 104495002, and 106717002.
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headwalls if they are subsequently modified by amif scarp retreat driven by
weathering and mass wastingHence, not only are channel features obscuretl, bu
valley morphology can take on a form that appearset due to seepage erosion, even
when it doesn’'t occur. This suggests a simple teBigures 14 and 15 show shaded
relief images of a portion of the Grand Canyon shgwsteep tributaries to the
Colorado River and the towering cliffs in sandswm@@d limestones bordering these
valleys. Although seepage erosion may play a miolarin valley extension within the
Kaibab and Redwall Limestones, the main procesteamyon erosion and extension
are runoff erosion and debris flow incisioWé¢bb et al. 1989; Griffiths et al, 2004].
The tributaries on the north side of the ColoradeeRhave eroded farther due to
extensive drainage from the highlands north of @rand Canyon passing over the
canyon rim. This asymmetry is due to the gentletlsward dip of the Paleozoic
sedimentary layers exposed in the upper portionshefcanyon. To explore the
morphologic effects of mass wasting, we have itezit modified the digital elevation
model (DEM) of this landscape by assuming thatstieep rocky slopes greater than 20
degrees gradually weather, yielding debris thatagsported by mass wasting, with the
produced debris accumulating at the base of th@es{oonserving total rock volume)
until no slope is steeper than 20 degrees. Slgsssthan 20 degrees are unmodified.
This modeling is a numerical implementation of g@@metrical mass wasting model of
Bakker and Le Heukl952]. The result is that canyon-wall tributariexhibit broad
rounded headwalls and narrow infilled valleys. Time-scale fluvial network on the
steep slopes is eradicated (Figure 15). This nubogly is very similar to stubby

tributaries of Valles Marineris (Figure 16), whichve long been attributed to a
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Figure 14. Shaded relief image of portions of the PhantomcdRashiva Temple,
Grand Canyon, Bright Angel Point, Kanabounits Sgprjinand Little Park Lake 7.5’
digital 10m DEM, before (a) and after (b) simulatethxation of slopes steeper than 20
degrees.

Figure 15. Detail of the lower right corner of Figure 14, shig (a) a shaded relief
image of the existing topography (based upon tren8bm Ranch 7.5’ 10 m DEM). (b)
The same region after simulated relaxation of stedlpy walls to 20 degrees. Note the
stubby tributaries, the rounded valley headwalfs] the eradication of the fine scale
drainage network on the steep slopes. Compareifb)the Martian valley topography
shown in Figure 16.
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Figure 16. Deeply incised valleys on the south wall of lusa€ma on Mars, at the
western end of Valles Marineris. These valleyspae of Louros Valles. The floor of
lus Chasma is at the north end of the image. RE&ben the plateau surface to the
chasma floor is about 7 km. Image located at aB®fiS and 278.8°E. Image from
Mars Express High Resolution Stereo Camera, orb@9, courtesy of the European
Space Agency Multimedia Gallery.

52



groundwater-sapping origin. Side slopes of themléeys average about 26 degrees.
Similar modifications might have produced the roeshdheadwalls of the Nirgal Valles

system (Figure 1). This simple analysis suggdsas $ubsequent mass wasting has
modified the valleys to the extent that any infees about the formative erosion

processes must be speculative.

The proposed groundwater-sapping origin for Martialley networks is based
primarily on the assumption that seepage erosieates a distinctive morphology, an
assumption we have challenged throughout this papée surface lithology of Mars
consists of volcanic and sedimentary rodkklin et al, 1998;Bandfield et al. 2000;
Hamilton and Christenser2005;Malin and Edgett2000]. The evidence for seepage
alone carving valleys into volcanic and sedimentagks on Earth is ambiguous. A
major process limitation in resistant rock is tipparent inability of springs on Earth to
transport coarse talus that collapses into theraklan This, however, does not rule out
a seepage origin for Martian valleys. For examflghe valleys were carved into
sedimentary rock with easily dissolved cement theétathers to fine-grained
transportable sediment, or if the bedrock has lpéverized through repeated bolide
impacts, creating a cohesionless, relatively firearged detrital waste, then a seepage-

erosion origin is possible.

2.7. Seepage Erosion on Titan?

The recent discovery of branching valley networks Totan, some of which
appear to have short, stubby tributaries, has desliggestions that seepage processes

played a role in their formationTpmasko et al.2005]. The stubby appearance of the
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valleys on Titan is based mainly on albedo corgrasimages, however; the available
topographic data are not sufficiently detailed &tedmine whether the valleys have
amphitheater heads. Some of these valley netwwake morphologic characteristics
that are inconsistent with spring-fed fluid disamggrincluding radial drainage patterns
formed on isolated peaks in the topography anditaiies that extend to within 200 m
of one another on opposite sides of a topographkidel[Perron et al, in review].

Erosion mechanisms on Titan involve combinations nuditerials that are
unfamiliar on Earth and Mars: Titan's water-icestr{Schubert et al.1986] at the
surface temperature of 94 K has strenddarham et al. 1983;Cuda and Ash1984]
comparable to terrestrial bedrockcqodman 1989]. The volatile in Titan's
"hydrologic" cycle is probably methane, which comps several percent of Titan's
thick atmosphere and is stable in liquid form atstirface. Springs on Titan probably
do not cause significant chemical erosion becalsesolubility of water ice in liquid
methane is extremely smalRé¢st et al. 1990; Lorenz and Lunine1996]. Chemical
weathering rates on Titan could be higher if thdasie material contains a significant
fraction of hydrated ammonia compoundsifenz and Luninel996], but no signature
of these compounds has yet been identified in sardgectra.

Recent ground-based [e.gGriffith et al, 2000; Brown et al, 2002] and
spacecraft [e.g.Porco et al, 2005; Griffith et al, 2005] observations of Titan have
documented the development and rapid dissipatioriraggospheric clouds, which
suggests an active methane cycle involving rainf8éepage erosion may have
contributed to the formation of the valley networks Titan if the surface material is

poorly consolidated, but it seems likely that scefaunoff associated with methane
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precipitation has also played a role, perhaps agpdiater-ice bedrockdollins, 2005]
and transporting sedimen®é¢rron et al, in review] by processes similar to those on

Earth.

2.8. Conclusions

Mechanistic evidence for springs eroding valleythwdistinctive morphologies
into rock is sparse and inconclusive. Lithology heeen shown to be a first-order
control on whether and how seepage erosion miglturoc In unconsolidated,
permeable sediments groundwater seepage can beienifto both erode the valley
head and remove the eroded material, sometimesn(iitdlways) resulting in valleys
with amphitheater heads. In weakly consolidatedinsentary rocks, groundwater
might control the shape and perhaps the rate tdyw&drmation. But, it is also possible
that seepage erosion plays a secondary role tdfrpmmcesses such as plunge pool
erosion, or to mechanical processes such as lastsenigth and mass failure. Sediment
must be evacuated from the valley in order foreagtrof the headwall to continue,
which seems to require surface runoff for most €aseEarth. In basaltic valleys, there
is no clear evidence that seepage causes sigrificasion. Instead, plunge pools and
large boulders that line the valley bottoms suppgoosion and excavation by surface
runoff. While we know of no unambiguous case @psgje eroding an amphitheater-
headed valley in resistant rock, several examples ef valley formation by runoff and
mass wasting processes in the absence of seepagjener Instead of a particular
hydraulic process, amphitheater heads might insbeathdicative of a substrate that,

because of rock strength and fracture orientatisrrelatively unstable to headwall
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retreat, but resistant to incision at the rim of tlteadwall. Amphitheater valley heads
should not be used as a diagnostic indicator opage erosion on Earth, Mars or
elsewhere because of the present uncertainty ialiligy of seepage to independently
erode bedrock valleys and the fact that mass wasind runoff processes can (also)
carve amphitheater-headed valleys.

Our analysis, however, does not prove or disprdwee ability of seepage to
erode amphitheater-headed valleys in rock. Thedaprocesses-based observations of
seepage erosion and the overlapping evidence lh@r grocesses makes it difficult to
guantitatively assess the relative importance epage. Clearly more work is needed.
On Earth, mechanistic studies are needed to igettiég actual erosion mechanisms
responsible for seepage erosion for a varietythblogies and to determine their rate
dependence, if any, with groundwater discharge.addition, studies are needed to
explore other processes that can produce amplethleadded valleys in bedrock
landscapes. On Mars, more information on litholdgy some measure of rock
strength) and sediment size is needed to begiedipkler the role of seepage erosion in
valley formation and to constrain the magnitudéhefflows responsible for eroding the

valleys.
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Chapter 3

Formation of Amphitheater-Headed
Valleys by Waterfall Erosion after
Large-Scale Slumping on Hawal'i

3.1. Introduction

Spectacular amphitheater-headed valleys line thstiioes of Kaua'i, O‘ahu,
Moloka'i, Maui, and Hawai'‘i (Fig. 1). The originféhe steep, stubby (i.e. box-shaped
planform geometry) headwalls and flat floors ofsimevalleys has been debated for
more than 80 years (Hinds, 1925; Davis, 1928; Werttw 1928; Stearns and Vaksvik,
1935; Cotton, 1943; Stearns and Macdonald, 1946ita)Vi949; Macdonald et al.,
1983; Stearns, 1985; Kochel and Piper, 1986; Koahdl Baker, 1990; Howard et al.,
1994; Craddock and Howard, 2002; Lamb et al., 2006he leading hypothesis has
been that seepage-induced chemical weatheringeaintarsection between the water
table and streambed leads to development of a Boick (Wentworth, 1928; Stearns
and Macdonald, 1946; White, 1949; Kochel and Pip886; Kochel and Baker, 1990).
Seepage erosion at the base of the knickpointapgsed to cause undercutting (i.e.

sapping), collapse, and subsequent upstream priopag@é the knickpoint, eventually
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Figure 1. 10-m shaded relief and topographic contour nfapodheast side of Kohala
Volcano. Contour interval is 100 m. The 1500 mtoanis labeled. Present-day sea
level is at 0 m. The four large Kohala amphitheaiaded valleys are named on the
figure. Longitudinal profiles for valleys numberdd9 are given in Figure 6 and
associated data is given in Table 1. Dotted liaesss Waipi‘o Valley are cross
sections (c1l-c3) given in Figure 7. Faults thatnkel high elevation drainage to the
amphitheatre-headed valleys near the volcano sumreiindicated by white arrows.
Data from U.S. Geological Survey (7.5 min. Quadlas)g Monterey Bay Aquarium
Research Institute, and US Army Corps of Enginddi3AR. (datum: NAD 83,
projection: UTM zone 5). The inset figure in thaper right corner shows the location
of the study site in the Hawaiian Islands.
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forming the steep valley headwall. Since the 1980uch attention has been given to
the Hawaiian valleys because of their apparentlaiityi to Martian amphitheater-
headed valleys in morphology and potentially ihdibgy (i.e. basalt). Small physical
experiments have shown that amphitheater-headdeysalvith flat floors can result
from seepage erosion in loose sand (e.g. HowardMugicane, 1988). Similarity in
form has been used to infer process, such thatdheection between seepage erosion
and amphitheater-headed valleys in sand has beehtosrgue for seepage erosion on
Hawai‘i and, by analogy, Mars (Kochel and Piper8@9Kochel and Baker, 1990;
Gulick, 2001). A seepage origin of Martian vallewsuld be significant because it
could indicate an early Mars that did not suppamfall (Pieri, 1976; Carr and Clow,
1981; Squyres, 1989; Malin and Carr, 1999) or thracipitation infiltrated to cause
seeps without appreciable direct runoff (e.g. Grad00).

The seepage erosion hypothesis for Hawai‘i hashe&n without criticism.
While springs have been found in some Hawaiianeyall they are often high up the
valley walls where they seem to drain perched agsiidssociated with less permeable
ash layers (Stearns and Macdonald, 1946). To nowledge, there are no published
field observations documenting weathering or emsassociated with Hawaiian
springs. Indeed, well-developed alcoves, secongargsity, or obviously weathered
rocks are rare (Howard et al., 1994). Furthermsesgeral springs issue from the sea
cliffs along the present-day shoreline and do reotehcanyons or alcoves associated
with them (Stearns and Macdonald, 1946). In lossdiment (e.g. Howard and
McLane, 1988; Uchupi and Oldale, 1994; Schumm gt1895) or weakly cemented

sedimentary rocks (e.g. Laity and Malin, 1985; Holvat al., 1988; Nash, 1996)
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seepage erosion is a plausible hypothesis for caforonation (Lamb et al., 2006). In
resistant rock like basalt, however, seepage nmsstweather the rock to transportable-
sized particles before erosion can occur (Dunn8p1®ietrich and Dunne, 1993). If
seepage flow cannot transport collapsed debris dveay the valley headwall, then
talus will buttress the headwall and prevent reétrea
Here we present an alternative model for the foonabf the Hawaiian

amphitheater-headed valleys. The Hawaiian ampdiighdreaded valleys typically
form on the wet sides of the islands and often hspectacular waterfalls at their
headwalls. Based on observations of well-developledge pools, we propose that
waterfalls have been the dominant erosive agergimgtheadwall retreat, rather than
seepage erosion. This idea is not new; many werkarve suggested that waterfall
processes are important for headwall erosion in afa\{Gtearns and Vaksvik, 1935;
Macdonald et al., 1983; Howard et al., 1994; Crattdand Howard, 2002). We expand
on previous work using new field observations asmbgraphic analyses to hypothesize
the origin of large knickpoints from massive lamdiss. The rates of knickpoint
propagation are found using recently acquired ba#tgic maps coupled with age
determinations of Hawaiian basalts and marine ¢ega Lastly, a simple mechanistic
rule is proposed for waterfall plunge-pool erosard headwall propagation following
recent developments in bedrock-erosion theory ®ldar and Dietrich, 2004). Our
study is focused on the largest, youngest and psrin@ost impressive set of these
valleys: Waipi‘'o, Waimanu, Honake, and Polal Valleys on the northeast side of

Kohala Volcano on the island of Hawai‘i (Fig. 1).
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3.2. Construction and Subsidence of Kohala Volcano

Kohala Volcano, on the island of Hawai‘i, began ming subaerially the
basaltic Polal volcanics at approximately 700 ka and this comthto about 250 ka
(Dalrymple, 1971; McDougal and Swanson, 1972; Walfel Morris, 1996). During
this period of volcanism, the Kohala shield wasstarcted and a distinct break in slope
was formed at paleo-sea-level because subaquechiibd lava solidifies at a steeper
slope than subaerial lava (Moore and Clague, 199Phis break in slope will be
referred to as aolcanic terrace following Moore and Clague (1992). Near the efd o
the shield building stage, the volcano experienaetklative sea-level rise due to
isostatic subsidence as indicated by several droveoeal reefs off the west flank of
Kohala (Fig. 2). The volcanic terrace is now ~1000below present-day sea level
(Moore and Clague, 1992) (Fig. 2), indicating 1000f relative-sea level rise since the
terrace was formed. Subsidence has occurred ghipa steady rate of 2.6 mm/yr
based on radiometric ages of drowned coral reats @& (Moore and Fornari, 1984;
Szabo and Moore, 1986; Ludwig et al., 1991). Warege the volcanic terrace to have
formed ~ 385 ka by dividing the subsidence distariceE000 m by the mean subsidence
rate of 2.6 mm/yr. A drowned reef at 950 m belorespnt-day sea level yielded
radiometric ages of 248-314 ka (Ludwig et al., 198dnes, 1995), which is consistent
with this estimate. It should be noted that scatt®ut the mean subsidence rate exists
and might be due to erosion of the reefs, diffeaérngubsidence, landsliding, or
diagenetic effects that alter the dating technifMeore and Clague, 1992; Ludwig et

al., 1991). After the shield building stage, the volcanic series erupted and
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Figure 2. Shaded relief map of the northern half of Hawaifid the associated
bathymetry. Data resolution varies between differdata sets. Hot and cold colors
correspond to high and low elevations, respectivéhe following interpretations are
following Smith et al. (2002): the PoioSlump is outlined with a black dashed line;
Mauna Kea terrace at -450 m (shoreline at the dntheo shield building stage) is
marked by a white dashed line; the Kohala terrac&Qd0 m is marked by a red dashed
line. The present shoreline is outlined with atbolid black line. See text for details.
The thin black dashed line is the location of theng profile shown in Figure 5. The
two black boxes indicate the locations of the msipswn in Figures 1 and 3. Data
sources include U.S. Geological Survey, Monterey Bguarium Research Institute,
US Army Corps of Engineers LIDAR, National GeoplegdiData Center (NOAA), and
Japan Marine Science and Technology Center.
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unconformably overlies the Poiololcanics. The Hawi volcanics range in age from
230 to 120 ka (McDougal and Swanson, 1972; WoltkMorris, 1996) (Fig. 3).

During subsidence of Kohala Volcano, a second lagjeanic terrace from the
younger Mauna Kea Volcano developed along the radhshoreline of Kohala and
has since subsided ~ 450 m below present-day seb(kgy. 2). The age of this terrace
must be within the range in ages of Mauna Kea vodsaof 250 ka to 65 ka (Wolfe and
Morris, 1996). The terrace must also be older thaimowned coral reef at -360 m that
has a radiometric age of ~120 ka (Moore and Ford@84; Szabo and Moore, 1986;
Ludwig et al., 1991). We estimate that the Maurea Kerrace formed ~173 ka (and
therefore records the location of the paleo-shieeelat this time) using the mean
subsidence rate of 2.6 mm/yr (i.e. 450 m / 2.6 mm/¥73 ka).

Gravel terraces on Kohala Volcano at altitudesigls &s 300 m above present-
day sea level indicated to Stearns and MacDon&dg)Lthat the island has undergone
partial emergence, not continuous submergence.selteposits, however, have been
reinterpreted as tsunami deposits associated wilobthe many huge landslides of the

Hawaiian Islands (McMurtry et al., 2004).

3.3. Pololi Slump and Kohala Sea Cliffs

A massive landslide, the PaioElump, occurred directly offshore of the Kohala
amphitheater-headed valleys on the northeast ftdrikohala Volcano (Fig. 2). This
landslide was ~20 km wide and traveled 130 km (Moetreal., 1989; Moore and

Clague, 1992). The most obvious features of theplare huge disorganized blocks
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Figure 3. Shaded relief map of Kohala Volcano with volcamnsts outlined following
Wolf et al. (1996). Note that the Paiofolcanics are not patterned. Coastal profile A-
A’ is shown in Figure 4. Contour map of averageuwal precipitation (1961-1990) is
shown, with a contour interval of 0.5 m/yr, from IBRI climate model (Spatial Climate
Analysis Service, Oregon State University, httpaiwocs.oregonstate.edu/prism/,
created 4 Feb 2004). Note that orographic effeatse rainfall to exceed 4 m/yr near
the heads of the amphitheatre-headed valleys. Fapae 2 for topographic data
sources.
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below the 1000 m isobath (Fig. 2). Upslope of thlecks is a broad ~400 m
bathymetric depression, which likely represents shemp scar or a down-dropped
block related to the slump (Smith et al., 2002) isl difficult to reconstruct the
dimensions of the slump scar due to post-slumpiagbanate and siliciclastic
sedimentation. Further complicating the bathymeiny several submarine canyons,
which cut through the bathymetric depression (Fig& 3). These canyons have the
greatest relief near their heads and shallow dawaist, becoming indistinct at a depth
of ~ 900 m. The canyons are cut into a carbonatt#gom (Clague et al., 1998), and
likely formed from submarine processes, such alidily currents. Several of the
canyons end abruptly in amphitheater heads, whadhtd the interpretation that they
were formed by dissolution of the carbonate platfdny freshwater seepage (Clague et
al., 1998).

Directly upslope of the slump scar are the promirfep to 450 m high) Kohala
sea cliffs (Fig. 4). The Kohala cliffs are anomaddn that neighboring sea cliffs are
consistently only 20-50 m high (Fig. 4). The slioeeof Hawai‘i generally follows the
topographic contours of the volcanoes, and at ttadesof 10s — 100s of meters is
relatively jagged in planform. In the region ofethhigh cliffs, the shoreline is
remarkably straight in planform. Since the volcasodome shaped, the straight
shoreline cuts across topographic contours regpuitirthe greatest relief in the middle
of the cliffs (Fig. 4). The Kohala cliffs are alptly inset ~ 2.5 km from the adjacent
sections of the Hawaiian shoreline (Fig. 3). Thalsgervations suggest that the Kohala
sea cliffs are the bounding headwall of the Ro&lump (Wolfe and Morris, 1996). The

near vertical failure plane would explain why thiés are anomalously high, straight in
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Figure 4. Kohala sea cliffs. (a) Photograph of Kohala sié&sc (b) Topographic
profile of sea cliff elevation above present-dag $evel extracted from 10-m DEM
(U.S. Geological Survey). Location of profile isosvn as A-A’ on Figure 3. Note that
in the region of the amphitheatre-headed vallegs gba cliffs are approximately an
order of magnitude greater in elevation than neaginig cliffs. The mouth of Waimanu
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Figure 5. Topographic profile from Kohala Volcano over theld®i Slump. Profile
location is shown in Figure 2. All dashed lineg amtested interpretations of the
topography before and immediately after the Ro®lump. Note that sea level at the
time of the slump was probably about 1000 m lowantat present. The headscarp of
the slump (expressed as the present-day sea atifight have had 600-700 m of
additional relief at the time of the slump as iradéx by the submergence of the valleys.
Since that time hundreds of meters of sediment lh@en deposited within the slump

Scar.
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planform, inset significantly from the rest of thlkoreline, and cut across topographic
contours. Figure 5 shows a longitudinal profilenfrehe summit of Kohala Volcano
through the Polal Slump with a hypothetical illustration of a fakuplane.

Stearns and Macdonald (1946) argued that the Kaeaaliffs are anomalously
high because they are composed of older and webésalt and therefore have
experienced greater wave erosion. It is true tlattheast of Waipi‘o Valley the
shoreline is composed of younger Mauna Kea flolewever, most of the shoreline
northwest of Polal Valley is composed of the same Paleolcanics as the Kohala
cliffs (Fig. 3). Wave erosion might still explaihe Kohala cliffs if wave attack was
somehow focused in this region. This, howevernseanlikely because the Kohala
cliffs are of roughly the same trend as the neiginigocliffs. Furthermore, wave erosion
cannot easily account for the abruptly straightstlo®e that cross-cuts topographic
contours.

Moore et al. (1989) suggested that the headwatlefPoloti Slump is near the
summit of Kohala Volcano where several extensidaalts, akin to pull-apart basins,
have been mapped (Stearns and Macdonald, 1946¢died by white arrows on Fig.
1). In such a scenario, Waipi‘o and PalMalleys might follow faults that laterally
bound the slump. Waipi‘o and Horale Valleys do appear to follow these faults near
their heads (Fig. 1). Smith et al. (2002) argureyever, that the surface of the volcano
laterally bounded by Waipi‘'o and PoioNalleys is continuous with the rest of the
volcano summit, indicating little displacement. eTolcano flank is actually slightly
steeper in this region as compared to the neighmiopes, which is not consistent

with slumping. The faults near the summit of K@hptobably resulted from an ancient
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caldera (Stearns and Macdonald, 1946), or radiahmns that accommodated hanging
displacement as the Kohala rift zone extended (Seital., 2002). A few of these

faults cross cut both the Paiohnd Hawi volcanics. The majority of Hawi flows,

however, appear to have been diverted to the neghand southeast by the graben,
which suggests that most of the displacement pesdiite Hawi volcanics (Stearns,

1985).

The Poloti Slump, like other large Hawaiian landslides, kkelccurred when
the volcano was close to its maximum size (~385akal) seismic and volcanic activity
was high (Moore et al., 1989; Moore and Clague 218oore et al., 1994). Since the -
1000 m terrace is only slightly disturbed in thgioa of the Polal Slump (Fig. 2),
Moore et al. (1989) hypothesized that the slumpuoed prior to or during the
formation of the -1000 m terrace. An alternatelamgtion is that the slump postdates
the formation of the terrace and that the -100@@bath was not significantly disturbed
because there was little displacement in this regeag. if the slump was rotational (Fig.
5). The latter interpretation is also consistenthwhe observation that the 1000 m
isobath is pushed ~ 5 km seaward in the regionePibloli Slump as compared to the
surrounding area (Figs. 2 & 5). Furthermore, theang is composed of Pool
volcanics and therefore is probably younger thab & In either scenario, the slump
scar is overlain by the -450 m Mauna Kea terracg. (B), restricting the slump to be
older than ~173 ka. If the faults near Kohala sutmaire caused by the slump, then
the slump must be older than the eruption of Hawlcanics about 230 ka. These
observations suggest that the slump occurred bat®88 ka and 173 ka, and perhaps

between 250 ka and 230 ka.
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3.4. Kohala Amphitheater-Headed Valleys

While streams have barely cut into the drier wesstopes of Kohala Volcano,
the amphitheater-headed valleys to the east areatiyp 300-750 meters deep and
terminate abruptly in steep headwalls (Fig. 1).edehvalleys have stubby heads (U-
shaped in planform), which led to thephitheater designation (Hinds, 1925). In order
to analyze the Kohala valleys, we have construlctegitudinal profiles for nine valleys
that are typical of the range of valley morpholsgia the region (Fig. 6). Valley
numbers (1-9) are shown on Figure 1 and valleysirehm characteristics are given in
Table 1. Valleys 1-7 aramphitheater-headed valleys. Amphitheater-headed valleys
have cut through the Kohala sea cliffs and havepsteeadwalls located several
kilometers inland from the cliffs. The abrupt ténation of valleys at steep headwalls
and the greater steepness of headwalls as compmaradley sidewalls suggest valley
erosion by headwall propagation. This interpretais further supported by stream
piracy inferred from valley cross-cutting relatibigss, as discussed below.

In contrast to the amphitheater-headed valleysetlage smaller valleys with
acutely pointed heads (i.e. gradually narrowinglienform) and longitudinal profiles
that grade smoothly with the regional topographipes (e.g. valley 9). These smaller
valleys run along side of and often drain intoldrger canyons or pour over the Kohala
sea cliffs (Figure 4a), and will therefore be regdrto ashanging valleys. There are a
few valleys intermediate in size between the smdiknging valleys and the larger

amphitheater-headed valleys (e.g. valleyI8jermediate valleys have pointed heads in
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Figure 6. Longitudinal profiles from amphitheatre-headedlleys (1-7), an
intermediate valleys (8) and a hanging valley (®rofile 9 is representative of many
valleys that are hanging at the sea cliffs, whi@hreot shown here to avoid redundancy.
The geographic locations of the valleys are shawhigure 1. Profiles were generated
following the steepest slope (D8) using a 10-mtdiglevation model (U.S. Geological
Survey). Much of the fine scale variation is amifact of resolution of the grid.
Depressions were artificially filled to generate tprofiles. Profiles were chosen to
represent the entire length of the drainage a@a Source to valley mouth. Note that
lower portions of many of the amphitheatre-headatleys have subsided below
present-day sea level and are filled with sediment.
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Figure 7. Cross sections of Waipi‘o Valley. Profiles wegenerated from a 10-m

digital elevation model (U.S. Geological Surveyofile locations are shown as dotted
lines on Figure 1. These cross sections are tlypicthe other amphitheatre-headed
valleys in that near their heads the valleys ash®ped, while near their mouths valleys
are U-shaped due to relative sea level rise anungatiation. The true bedrock valley
bottom at cl might extend 600 - 700 m below predegt sea level based on

extrapolation of the valley wall slopes.
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planform like the hanging valleys, but they widerdaleepen significantly near their
mouths similar to the amphitheater-headed valleys.

Most of the upstream portions of the amphitheatarded valleys are V-shaped
in cross-section (Figs. 7, 8A & C), in contrastiie U-shape called for in the seepage-
erosion model (Kochel and Piper, 1986; Kochel ardteB, 1990). As an example,
Figure 7 shows three topographic cross sectiong/api‘o Valley, the locations of
which are shown on Figure 1. We have found thattraalley sidewalls have slopes of
approximately 50 degrees, despite being differegdsvalleys with varying drainage
areas. Solil production, vegetation growth, andlsivalandsliding are active processes
and are likely important in maintaining the relativ constant valley-wall slopes
(Wentworth, 1943; White, 1949; Scott and Streef/6}9Stearns, 1985). While V-
shaped in cross-section near their headwalls, ahgdter-headed valleys are flat-
floored near their mouths (Figs. 7, 8B). This & a result of seepage erosion, but
rather of sedimentation concurrent with island sldsce (Stearns and Macdonald,
1946). The depth to which the valleys have beemwechbelow present-day sea level is
not known, but estimates range from 100 m (Macdbealal., 1983) to more than 400
m (Stearns, 1985). Extrapolation of the side dagféVaipi‘o Valley (Fig. 7) results in
a bedrock valley floor about 600 - 700 m below presiay sea level. This, however,
is an upper estimate because the valley walls pesgably retreated laterally following
subsidence.

The amphitheater valley headwalls often have séptuage pools interrupting
cascading waterfalls, which appear to dominatei@nosf valley headwalls (Figs. 8C-

E). These plunge pools. Howard et al. (1994)rmefd that stepped waterfalls are
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vertically drilling into the rock through the impact of falling watend sediment.
Figure 8D shows coarse sediment deposited withth reext to plunge pools, which
must have been delivered by the waterfalls. Ines@ases, plunge pool erosion also
appears to be undercutting the headwall (Fig. B&3sibly exploiting weaker beds in
the layered volcanic rock. The locations of thengle pools do not seem to correlate
with any major discontinuities in rock strength Ifke classic models of waterfall
erosion, e.g. Niagara Falls (Gilbert, 1907)). dask plunge pools are at a variety of
different elevations and often in a series of stpag a single flow path. During high
precipitation events, tens of waterfalls can bevacat a single valley head (personal
communication with local residents, 2004; Figs.BJC-

Springs do exist in the Kohala valleys, as one @oexpect in any deeply
incised canyon that intersects water tables. Hewewve have not observed weathered
rock or overhangs associated with springs, whieh expected indicators of seepage
erosion (Lamb et al., 2006). Peak annual surfémesfexceed spring discharges by
nearly two orders of magnitude (Table 1). Coarserid that lines the streambeds must
be transported away from valley headwalls for hedldpropagation to occur. Spring
discharges are presently incapable of transpottilsgnaterial.

If valley formation occurred from upstream propagabf valley headwalls due
to waterfall erosion, then one might expect therde a correlation between headwall
migration distance and stream discharge (e.g. Wdippd Tucker, 1999; Hayakawa
and Matsukura, 2003; Bishop et al., 2005; Croshy AHipple, in press). Using the
digital elevation data shown in Figure 1, we haskwated the contributing drainage

area to the dominant knickpoints in the valley pesf(i.e. the headwalls for the

85



Figure 8. Photographs of Kohala amphitheatre-headed cany@s Upslope portion
of Waipi‘o Valley showing V-shaped cross sectioegnc3 in Figs. 1 & 7). (B) Mouth
of Waipi‘o Valley showing U-shaped cross sectiomgncl in Figs. 1 & 7). (C)
Headwall of Waipi‘o Valley (valley 2). (D) Closgp of headwall of Waipi‘o Valley
(valley 2) showing multiple plunge pools verticatlyilling into the rock. (E) Headwall
of East Honokne (valley 3) showing plunge pool drilling as wa$l undercutting.
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Average Spring Migration Drainage

Stream/Valley annual peak .

Valley # Name Morphology d'?r%qg)ge (:‘Tl]c%y;) dlzsz)ce (?(rnc,:%
1 Hiilawe / Waipi‘o Amphitheater ? 0.35 3.33 16.46
2 Kawa}rwa‘f‘pi'fgwaiki Amphitheater 41.40 035096  15.06 8.51
3 East Honokane Amphitheater ? 0.46-0.59 11.85 8.38
4 Polold Amphitheater ? 0 7.46 4.31
5 Alkahi / Waipi‘o Amphitheater 12.47 ? 12.15 3.92
6 Waimanu / Amphitheater ? 0.22 - 0.52 7.56 0.58

Waimanu
7 Waihilau / Waimanu  Amphitheater ? 0.22 - 0.52 4.41 1.54
8 Honopue Intermediate ? ? 2.47 4.49
9 Waikaloa Hanging ? ? 0.26 4.15

Table 1. Characteristics of Kohala valleys. Locationvalleys are shown on Figure 1
and longitudinal profiles are shown on Figure 6nAal peak discharge is from U.S.
Geological Survey (gauge # 16720000, 16720300, 3®J® averaged over a 40 year
period. Spring flow measurements are from SteanasMacDonald (1946) and Kochel
and Piper (1986). Knickpoint migration distanceswaeasured from the longitudinal
profiles (Figure 6) as the distance from the presky shoreline to the location of
maximum slope, which typically corresponds to migwa the headwall for the
amphitheatre and intermediate valleys, and midwayhe sea cliffs for the hanging
valley (which is why valley 9 has a nonzero migratdistance). Drainage area is the
contributing area to the valley heads (waterfdits)the amphitheatre and intermediate
valleys, and to the sea cliffs for the hangingesall Note that the drainage areas to the
valleys have changed in time due to upslope prdapagaf knickpoints and stream
capture.
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amphitheater and intermediate valleys, and the kolsaa cliffs for the hanging
valleys). Drainage area is used as a proxy feastrdischarge because historic stream
records are only available for two sites (Table AJl of the intermediate and hanging
valleys in the Kohala region have drainage aresstlean 5 kfnh  For example, valleys
8 and 9, which are two of the largest intermediatel hanging-type valleys, have
drainage areas of 4.49 and 4.15°kraspectively. In contrast, the amphitheater-bdad
Waipi‘o Valley (valley 2) and West Honake Valley (valley 3) have two of the largest
drainage areas contributing to their headwalls 8fkaf each (Table 1). Valleys 2 and
3 also drain the very wet Kohala summit (Fig. 3ydr what visually appears to be the
most active plunge pools (Figs. 8C-E), and have w¥othe longest headwall-
propagation distances from the present-day sefs off~ 15 and 12 km, respectively
(Table 1).

Several of the amphitheater-headed valleys, howelenot appear to follow a
trend of increasing headwall migration distancehwiicreasing drainage area. For
example, Hiilawe Valley (valley 1) has the largebtinage area of any of the
amphitheater valley heads of about 16°khut its headwall is only ~ 3 km from the sea
cliffs (Fig. 1). Part of the reason for this i©pably because Hiilawe Stream drains the
relatively dry southeast side of Kohala Volcanogewhaverage annual rainfall is about
half that of the wet Kohala summit (Fig. 3). Alsuaportant is that the headwall of
Hiilawe Valley is presently located at the contaetween Polal and Mauna Kea
basalts (Fig. 3). Headwall retreat might havelexiaat this geologic contact because
Mauna Kea basalt is younger and possibly less weathand more resistant to erosion

than Kohala basalt.
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In contrast to Hiilawe Valley (valley 1), amphitheaheaded valleys 4-7 (Fig.
1) have headwalls located many kilometers fromgresent-day sea cliffs, but have
drainage areas feeding their waterfalls that ase than 5 kifi— values typical of the
hanging and intermediate valleys. We speculatethiese valleys are inactive and that
headwall migration occurred in the past when digenareas were larger. The drainage
areas to these valley headwalls have declinedna because 1) the headwalls have cut
into their own contributing areas as they have atgg upstream, and 2) dominant
streams (particularly valleys 2 and 3) have pirdtesl drainage that once flowed to
valleys 4-7. As an example of the later point, hleadwall of Waimanu Valley (valley
6) is about 4 km inland from the sea cliffs, althbuts present-day drainage area is
only 0.58 knmi. It does not appear to have an actively erodieadall because it is
mantled with talus (Kochel and Piper, 1986) anchgiipools are not well developed.
Examination of the topography clearly shows thatipita Valley (valley 2) has cut
across the headwall of Wiamanu Valley and captuteddrainage (Fig. 1). This
suggests that Waimanu Valley formed before it wasdated by Waipi‘o Valley. After
truncation, the contributing drainage to Waimanulléea has been insufficient to
transport the coarse debris at its headwall anthdurheadwall propagation (despite
active seepage flow of 0.22 — 0.53/sp Table 1). While the piracy of Waimanu (valley
6) by Waipi‘o (valley 2) is visually the clearestample in Figure 1, it is possible that
all of the eastern amphitheater-valley heads (ealjeys 5 — 7) have lost some drainage
to Waipi‘o (valley 2), and that PolmlValley (valley 4) and West Honake Valley
have lost drainage to the eastern head of Hom®Kvalley 3). This can be seen by

analyzing current drainage paths (perpendiculaptdours) on Figure 1.
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In order to quantitatively test whether there isoarelation between drainage
area and knickpoint propagation rate, it wouldde=sl to have a record of drainage area
to the knickpoints before significant headwall earand stream piracy. Unfortunately,
this is not possible since headwall propagationdiesiged drainage patterns through
time. This notwithstanding, it is encouraging tbe plunge-pool-erosion hypothesis
that the two valleys (valleys 2 and 3) that appeahave the most actively eroding
plunge pools, also have two of the largest drainageas and headwall propagation
distances, and the drainage areas to these valbxyshare about twice as large as those
to the hanging and intermediate valleys. If val&/and 3 are truly the only active
amphitheater-headed valleys, then a threshold ajeimrea of about 5-8 krmight be
necessary for knickpoint propagation on Kohala.

The dominance of valleys 2 and 3 over the hangimd) iatermediate valleys
(and perhaps over the other amphitheater-neadéslspis at least partially due to the
faults near the Kohala summit (Fig. 1). While aduabove not to represent the
headscarp of the PololSlump, these faults clearly have influenced digento the
Kohala valleys. The faults cut off the headwatdrthe hanging valleys and funnel this
drainage laterally to the amphitheater-headed yslleThe fact that the amphitheater-
headed valleys are developed only on the edgei®ffdhlt scarp, combined with the
observation that the hanging valleys are bordepsiope by the fault scarp, suggests
that this drainage divide encouraged the amphighdstaded valleys to grow at the
expense of the hanging valleys.

The Kohala amphitheater-headed valleys cut thrabghPoloti volcanics and

therefore must be younger than ~ 250 ka. Some efvidileys formed before the
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cessation of Hawi volcanics (~ 130 ka) and Mauna W@aanics (~ 65 ka) because
Hawi flows poured into the heads of PaldValley (and were later incised through
(Macdonald et al., 1983)) and East Homuk (valley 3) (Wolfe and Morris, 1996), and
Mauna Kea volcanics filled the head of Hiilawe egll(valley 1) (Fig. 3). |If the

estimated fill of 600-700 m in Waipi‘o Valley is kect, then such incision implies that
the valley headwall must have propagated upstreartin® order of several kilometers
or more when sea level was lower than presentlgdf700 m (Fig. 1). This suggests
that headward erosion of Waipi‘o Valley began dioafter the cessation of Poiol

volcanics (~ 250 ka) when Kohala Volcano was antaddil 650 m above sea level
(i,e. 250 ka x 2.6 mm/yr = 650 m). This would @athe valley initiation time

appropriately close to the age of Pal&@lump.

3.5. Conceptual Model

The large Kohala amphitheater-headed valleys aeettyy upslope from and are
laterally bounded at their outlets by the PolSlump and the Kohala sea cliffs (Fig. 2).
Based on this spatial correlation and the coinditiemng discussed above, we propose
that the Polal Slump (rather than seepage erosion) created largé&points in pre-
existing stream profiles. Further, we suggestetam our field observations of plunge
pool erosion, that waterfall erosion (rather thaepmage erosion) has caused upstream
migration of these knickpoints to form the amphiattee-headed valleys.

Before the Polal Slump, several factors might have led to the dgwekent of
dominant streams (Fig. 9A). In any drainage nekwaron-uniform topography,

lithology, and precipitation cause some streamgdpture more drainage area than
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others. Fault scarps near the summit of Kohaleefdngh elevation drainage to flow
laterally, diverting runoff toward valleys at therthwest and southeast edges of the
slump zone. Orographic variation in rainfall asrd¢ise volcano is presently significant
(Fig. 3) and was likely even greater when the wadcavas an additional 1000 m above
sea level. Due to the fault scarp and the radiaindge pattern, only a few streams
receive high elevation runoff, and due to orograpgffects, precipitation is greater at
high elevations, leading to the dominance of steanth their source regions near the
summit.

Approximately 250 ka, the PoiolSlump imposed giant knickpoints on the
streams (Fig. 9B). We propose that waterfalls amphant streams had sufficient
sediment and water discharge that, through watedabsion, the knickpoints
propagated upstream (Fig. 9C). As discussed abobservations of the valley
headwalls suggest that vertical drilling into tbek by the falling water and sediment is
a dominant headwall erosion process. Mass faillikely also contribute to headwall
propagation and probably result from plunge-pootlarnutting and failure of the
narrow ridges in between plunge pools (Stearns519&espite failures, horizontal
bedding and vertical fracturing of the basalt prtena relatively stable headwall and
thus preserve the amphitheater shape of the propggalley heads (Stearns, 1985;
Dunne, 1990). Storm-induced runoff events are gbbb necessary to evacuate
collapsed material and allow headwall propagatmoadantinue.

Bedrock can be eroded within a plunge pool thropgicking of fractured
blocks due to cavitation or differential fluid psese, and abrasion due to impacting

sediment (Whipple et al., 2000). Plucking mightplagticularly important if the
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Figure 9. Conceptual model for the formation of the Kohalaphitheatre-headed
canyons. (A) Variable topography, lithology, oraghic precipitation, fault-induced
drainage divides, and a radial drainage patterdslda dominant streams. (B) The
Polola Slump imposes giant knickpoints on the stream$¥.Ki@ckpoints propagate in
dominant streams and through plunge pool erosiah rmass wasting capture the
headwaters of neighboring streams. Smaller stre@msin hanging at the slump
headscarp. (D) Rising sea level floods the lowatipns of the valley floors causing
sedimentation and U-shaped valley cross sections.
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bedrock is well fractured (e.g. Bollaert and Sdd8e003). If the rock is massive, then
abrasion is expected to dominate erosion (Whipipéd. £2000). Sediment might abrade
the bedrock within a plunge pool due to the initlapact and later impacts as the turbid
water is churned within the pool.

As a waterfall drills into a plunge pool, erosiomsheventually cease when the
plunge pool is approximately level with the valligyor. At this point the valley floor
slope is too gentle to transport sediment away ftbenheadwall and the plunge pool
becomes armored with sediment. In order for retoédhe headwall to continue via
vertical plunge-pool incision, a new plunge poolsiioe initiated. Thus, the creation of
steps that lead to plunge pools might be a ratéitighnprocess for headwall retreat.
We speculate that steps on the face of the heaslfealin as weaker beds (e.g. inter-
bedded ash layers) are weathered and attackedrfacesuunoff. Many small sub-
horizontal steps of protruding basalt beds canelea st a variety of elevations at valley
headwalls (Fig. 8). Prominent steps might evehtuarm plunge pools as they are
bombarded by falling water and sediment. The abooe of protruding beds and
plunge pools at different elevations at a singléeyaheadwall (e.g. Figure 8D) suggests
that plunge-pool form frequently.

As a headwall propagates upstream, the radial agaipattern induced by the
dome shape of the volcano allows the capture ofhdsdwaters of other streams.
Multiple waterfalls and mass wasting of narrow gdgn between plunge pools cause
propagation of a headwall that is much wider thay iadividual stream (e.g. Fig. 8D).
Mass wasting along valley sidewalls also captueighboring drainage (e.g. Hovius et

al., 1998). Valley-wall slopes are reduced to arneonstant 50 degrees, where
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presumably vegetation growth aids stability (Sewttl Street, 1976). Cross cutting of
smaller valleys by amphitheater-headed valleyshesn used as evidence for seepage
erosion in Hawai‘i (Kochel and Piper, 1986; Koclagld Baker, 1990) and elsewhere
(e.g. Hoke et al., 2004). This need not be thees dascause such cross cutting
relationships are expected to result from headprapagation due to waterfall erosion
and mass wasting (Macdonald et al., 1983). Asudsed above, the Kohala drainage is
strongly influenced by faults, which appear to cohthe orientation of the heads of
Waipi‘o and Honokne Valleys. It is possible that some of the crostsing
relationships (e.g., Waipi‘o crossing Waimanu Vigllevere caused by rerouting of
drainage due to these faults.

Shortly after failure of the PololSlump, the headwalls might have been more
pointed or V-shaped in planform than currently hseathe streams upslope of the
headwalls would have had larger drainage areahigher erosion rates (Fig. 9C). For
example, the intermediate Honopue Valley (valley s a pointed headwall in
planform because of substantial incision upslopehef knickpoint (Fig. 1). As the
headwalls propagate upstream, they progressivalyinto their own drainage areas,
eventually resulting in reduced water and sedimdistharge. When a headwall
approaches the volcano summit, valleys upstreatheoheadwalls are not significantly
incised, and therefore headwalls are more U-shapegdlanform. At this point,
sediment generated from mass failures at the hdhdiself might become more
important than previously for providing tools to ratbe within plunge pools.
Eventually, as drainage area diminishes, headwafiggation by waterfall erosion will

cease. Weathering and mass wasting then becommalunprocesses for headwall
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erosion (e.g. Young, 1985; Weissel and Seidl, 19&&ly resulting in talus deposition
at the base of the headwall. If hillslope processmuse the headwall slope to relax at
the same rate as the valley walls, then the anmgduigh shape will maintain even if the
headwall is no longer actively retreating (e.g. Hody 1995).

Long profiles of the Kohala valley floors are gealsr concave up downstream
of valley headwalls (Fig. 6) indicating an incremsichannel slope with decreasing
drainage area. The slope of the streambeds is lpsols@t by the flows ability to
transport coarse sediment (Sklar and Dietrichrasg). If sediment cannot be removed
from the base of the headwall, deposition will acemd the streambed slope will
increase until sediment transport can occur. Tartsof sediment away from the
headwall, therefore, is a fundamental control oa tteight of the headwall as it
propagates upstream. As relative sea-level risewgever, the valley floor becomes
graded to sea level, transitioning to an alluviamthed reach. Subsidence eventually
submerges the lower reaches of the valleys, whichet deposition and U-shaped
valley cross sections (Fig. 9D).

Most of the Kohala valleys are widest near theguths and narrow slightly
headward. This, however, is not true of Hoarek Valley, which widens headward
(Fig. 1). Headward widening is significant becaiise thought to be a characteristic of
seepage erosion (e.g. Higgins, 1984). Since thealgovalleys are V-shaped in cross
section and have near uniform sidewall slopes, g&gmequires that valleys with more
relief must also be wider. This appears to bectse for Honokne Valley. Headward
widening of Honokne correlates with a headward increase in reliedbse the volcano

surface is steeper than the valley floor (Fig. 8% discussed above, a streams ability to
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transport sediment governs the valley-floor slapeich in turn sets valley relief. Thus,
headward widening of Honake valley might simply be a result of a headwatease
in valley relief and does not necessarily indicsepage erosion.

Smaller streams have not produced migrating knickpdbecause they have
smaller drainage areas (< 5 ¥mand therefore insufficient water and sediment
discharge to cause knickpoint retreat. The thieshaght come about because the
waterfalls are not able to initiate the step-forghprocess, pluck blocks from the plunge
pools, transport deposited sediment out of plung@sy or transport sediment to the
plunge pools. These mechanisms are discussedrmaetail below.

If the knickpoints were initiated by the PaloBlump about 250 ka at the
approximate location of the present-day sea cliffan an average knickpoint migration
rate can be calculated. Here, we make this cdlonl#or valleys 2 and 3 since they are
arguably the most active valley heads. Dividingmaiion distance (Table 1) by 250 ka
yields average headwall migration rates of 60 amdm¥m/yr for valleys 2 and 3,
respectively. These rates are large, but are nasonable. For example, average
waterfall retreat rates in excess of 1 m/yr havenbdocumented for Niagara falls, U.S.
(Gilbert, 1907; Philbric, 1974), Ryumon Falls, Jag¥ oshida and Ikeda, 1999), and

various waterfalls in Scotland (Bishop et al., 2005

3.6. Scaling of Plunge Pool Erosion

Waterfall propagation is typically thought to ocaarlayered material through
undercutting of a weak layer and the subsequetaps®# of an overlying strong layer

(e.g. Gilbert, 1907; Holland and Pickup, 1976). nfidedrock waterfalls, however, are

97



not undercut, which sheds doubt on the universalitthis model (Young, 1985). In
fact, the validity the waterfall-undercut model hagen been questioned for its most
prominent field example, Niagara Falls, USA (Phdbr1974). Instead, it has been
proposed that waterfalls retreat by fatigue andsnfagure, and that the water only
sweeps material away that would otherwise butttkesheadwall (e.g. Young, 1985;
Seidl et al., 1996; Weissel and Seidl, 1997). Noeless, most quantitative models
treat waterfall propagation as a fluvial incisiam@ess using drainage area (Hayakawa
and Matsukura, 2003; Crosby and Whipple, in pressgtream power (Howard et al.,
1994; Rosenblum and Anderson, 1994; Seidl et 8B41Whipple and Tucker, 1999;
Bishop et al., 2005) as the driver for knickpoinpagation. While these models might
simulate an upstream propagating wave in the lapsahey do not explicitly include
the processes that we observe at the Kohala widenfaainly vertical plunge pool
erosion and mass wasting.

Herein we propose a simple quantitative expresiorheadwall propagation.
Our current level of knowledge does not permit mplete model of headwall retreat
involving mass failures due to plunge-pool unddmgt drilling and weathering. We
instead focus solely on developing scaling relatps for vertical plunge-pool
incision. While this paints an incomplete picture,is a useful exercise because
vertical-plunge-pool erosion might be the driver Feeadwall propagation in Hawai‘i
and, to our knowledge, it has not been describedetail. For simplicity, we only
consider abrasion due to the initial impact of iches falling over a waterfall. We

neglect possible contributions of plunge pool weae to plucking of fractured bedrock
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or abrasion by secondary impacts of particles ag #re circulated within a turbulent
pool.

Sklar and Dietrich (2004) developed a model fog abrasion of a bedrock
river bottom by impacting particles, which we adbpte for the case of a plunge pool.

The rate of vertical bedrock erosi&r(Lt™) can be written as

VL k q,

The first ratio on the right-hand side (RHS) of atjpn (1) represents the rate of
particle impacts per unit bedrock area, whegyas the volumetric flux of sediment that
impacts the bed per unit widtN, is the volume of an impacting particle abds the
bedrock area per unit width over which impacts occthe second ratio on the RHS of
equation (1) represents the volume of bedrock efqui particle impact, where is
the kinetic energy of a particle impact ards the energy required to detach a unit
volume of bedrock (energy / volumek is a measure of the capacity of the bedrock to
store energy elastically and depends on the tenstlel strength of the rock and
Young’'s modulus of elasticity (Sklar and Dietri004). Equation (1) assumes that
there is not a threshold kinetic energy to causesan, which has been verified
experimentally (Sklar and Dietrich, 2001). Thet letio on the RHS of equation (1)

accounts for alluvial coverage that protects therdek from erosion, where, is the

volumetric sediment-transport capacity of the flper unit width. For the case of a

plunge pool,q, is the maximum sediment flux, per unit width, ttia waterfall is able
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to transport out of the pool. Bedrock erosiondasozwhen the sediment supply exceeds
the flow’'s capacity to transport sediment (i.e.@&pon occurs).

The kinetic energy of a falling particle is given
£= % PATA (2)

wherew; is the vertical velocity of a particle when it kdés with the bedrock ang,

is the particle density. If we defirtkas the surface area of the floor of the plungd poo

per unit width, then equations (1) and (2) can bi&ewn for the case of a plunge pool as

W2
=3 AWl G| 3)
2d « o

The volumetric flux of material eroded from the bmtk (per unit width) at a
valley headwall due to plunge-pool erosion can bigem mEd , wherem is the number
of successive plunge pools stacked vertically abowe another for an average
contributing stream (Fig. 10). This implicitly asses thatE is an average or
characteristic vertical erosion rate forsuccessive plunge poolsn does not include
the plunge pool at the base of the headwall, gimesumably this pool is not vertically
incising and therefore does not contributing todveall retreat. For the purpose of
formulating an average headwall propagation réis, ertical flux of material can be
written as a horizontal flux of material averagegerothe entire surface area the

headwall (per unit width) by continuity as
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mEd = HP (4)

where H is the height of the propagating headwall aRdis the inferred average
headwall retreat rate due solely to vertical plupgel erosion (Fig. 10).
Equations (3) and (4) now can be combined for #ite of headwall propagation

due to vertical plunge-pool erosion,

2
_ M, PsWi 1-9s | (5)
2H « q,

In order to better illustrate the dependencieseatdwall propagation it is useful to use
the fact that the product of the total number ofesfalls in series (i.en+1, which is
one more than the total number of plunge pool domtiing to erosionm) and their

average fall distanchk is equal to the total height of the headwall (ild.= (m+1)h)
(Fig. 10). In addition, if it is assumed that tieerage plunge pool depth is much
smaller than the waterfall height (i.e.>>n), thenh=h+# and equation (5) can be

written as

P:—psgq{l—ﬁ}[ m }{ o } (6)
K 0, Lm+1] 2g(h+7)
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Figure 10. Schematic diagram of vertical plunge pool enesisulting in net upslope
headwall retreat as given by equation (4). Theeet@o plunge poolsnf = 2) for the
particular case shown. Vertical erosion in eacingé pool acts over an area, per unit
width, d assuming the plunge pools are of roughly the sdiameter. After a timét
(shown by dashed lines) a net volume of eroded naafeer unit width is given byH;

+ E,)dAt, or equivalentlynEdAt, whereE is the average plunge pool erosion rate. As
shown by the thin lines, this eroded volume is eagjent to a headwall propagation rate
P acting over the total area of the propagating Wwadld per unit width,H in time At.
Note that the sum of the heights of the waterfedl®qual to the total height of the
headwall, or equivalently the product of the averagaterfall heighth and the total
number of waterfalls (i.éy + hy + hs =H = (m+1)h).
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Equation (6) is preferred over equation (5) becauskustrates that, in addition to

sediment supply,, sediment density, and rock erodibilityx , headwall propagation

is a function of three non-dimensional ratios, withlues between zero and unity,
shown in brackets: 1) the sediment supply versamsport capacity of the plunge pools,
2) the existence and relative number of plungegaoid 3) the kinetic versus potential
energy of sediment impacts. Note that headwalpg@gation given by equations (5) and
(6) is predicted to be independent of the surfaiea af the plunge poots

Equations (3) and (6) predict that the rates ofie@rplunge pool erosion and
headwall propagation depend (non-linearly) on the 6f sediment that passes over the
waterfall. Sediment flux is positively correlatedth the rate of conversion of rock to
sediment from the valley walls and channel bed apgeslof the waterfall, and the
drainage area of the basin that contributes tovidwerfall. Sediment flux also depends
inversely on the recurrence interval of sedimeagporting events in the stream
upslope of the waterfall (e.g. Sklar and Dietrichpress). Given that the production of
sediment and the recurrence interval of storm evardg probably similar for different
Kohala amphitheater-headed valleys because ofasirh@drock lithology and climate
(except for valley 1), equations (3) and (6) argulitative agreement with our Kohala
observations that valley headwalls with relativédyge contributing drainage areas
appear to have better developed plunge-pools aterfaecadwall retreat rates.

While sediment can abrade rock, it can also prdiedrock from erosion if the
sediment supply exceeds the waterfalls abilityréamgport sediment out of the plunge
pools causing deposition (e.g. Sklar and DietrizBp1). As shown in the first

bracketed ratio on the RHS of equation (6), theltvadl propagation rate is predicted to

103



tend to zero as sediment supply approaches thepwancapacity. To our knowledge,

the sediment transport capacity of a plunge poslyed to be assessed. It is likely to be
different than the simpler and better studied uettional case due to complex 3D flow
of the impinging jet. For example, as a plungelgvows in depth, the ponded water
slows the impact velocity of the falling particlasd dissipates energy of the plunging
water. If deposition occurs, the downstream lighaf plunge pool must be incised into
so that sediment can be transported out of the grmblerosion can continue.

Critical to erosion by vertical plunge-pool drijnis the formation of plunge
pools, i.e. the functional form @f. The second bracketed ratio on the RHS of equatio
(6) shows that headwall propagation is only wealdpendent on the number of plunge
poolsm for largem. m must be greater than zero, however, for headwapggation by
waterfall drilling to occur. As discussed in th@rCeptual Model sectiomn is a
function of step formation, which in turn probaldgpends on heterogeneity of rock
strength at the headwall, the magnitude of diffea¢rnveathering, and the discharge of
water and sediment pouring down the face of thellWwalh. The mechanics of step
formation, however, remain unclear. In order fajuation (6) to be a valid
representation of headwall retreat, we must asgdtatethe formation of steps is not a
rate limiting process, so thabh > O at all times. This appears to be a reasonable
assumption in Hawai'‘i since most headwalls havesshactive plunge pools and many
protruding beds that could become plunge pools. . Typical values o for the
Kohala valleys are between 1 and 10. Implicit quation (6) is the assumption that
steps are generated at the top of the headwalk al$o seems reasonable, as there are

many steps that occur near the top of the headalls Fig. 8D) and there does not
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appear to be a critical fall distance necessargeoerate steps. In reality, however,
steps can develop below the top of the headwdhdfoverlying rock is removed by
weathering and mass wasting, processes neglectki iscaling analysis.

The third bracketed ratio on the RHS of equation répresents the ratio of
kinetic versus potential energy of a particle intpadich is a function of the amount of
energy lost to drag. The impact velocity increaassthe height of the waterfall
increases until drag on the particle causes ipfwaach terminal velocity. In Appendix
1, we derive an expression (equation A9) for tHevigocity of a particle considering
the effects of air drag and drag induced on théigh@rwithin the ponded water of a
plunge pool. The solution to equation (A9), shawrrigure 11, indicates that drag is
important for small particle diameteB®, large waterfall height$, and large plunge
pool depthsy (Fig. 11). For waterfall heights typical of thelkala valleyst{~ 100 m),
air drag has only a minor effect on particle falacity for D = 10 cm and reduces the
fall velocity by approximately a factor of two f@ =1 cm (Fig. 11A). Drag within the
plunge pool, however, is much more significant tlaéndrag and must be taken into
account forD< ~ 1 m wheny >~ 1 m (Fig. 11B). Fob <10 cm andy >~ 1m,
particles approach terminal velocity within the qe pool, and Equation (A9) can be

reduced to

W, = \/M@ @)

310w Cd
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Figure 11. Plot of particle impact velocity as given by etjoia (A9) normalized by the
impact velocity assuming no drag (equation 8) fdferent particle diameter®.
Equation (A9) is evaluated for the conditions oj (Aferent waterfall heights and zero
plunge pool depth and (B) a constant waterfall hiedd 100 m and variable plunge pool
depths. The calculation assumes that the denkigdiment = 2800 kg/Mthe density
of water = 1000 kg/rhand the density of air = 1.275 kg/mThe particles are assumed

spherical, so tha// A=2D /3. The drag coefficienC, was calculated for natural

spherical particles at terminal settling velocitying the formula of Dietrich (1982).
See Appendix 1 for more detail.
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whereg is the acceleration due to gravity apq is the density of watelC, is a drag

coefficient and it depends on the particle Reynabdsnber (e.g. Dietrich, 1982).
Inserting equation (7) into equation (6) revealat theadwall propagation is linearly
dependent on the particle size and inversely degpgrmh the waterfall height for drag-
dominated patrticles.

On the other hand, both air drag and plunge-poal care predicted to be
negligible for large particle sizeB (> 10 cm) and small plunge pool depthps<(10 cm)
(Fig. 11). Drag might be further reduced in aiedo downdrafts caused by the falls
(Young, 1985) and in plunge pools due to the vaktieelocity of the impinging
waterfall and aeration of the pool. If drag canneglected, then the impact velocity

can be approximated by assuming full conversigpodéntial energy to kinetic energy,

w, =/2g(h+7) ®)

and therefore the third bracketed ratio in equaf®nis unity. Interestingly, for this

case headwall propagation is predicated to be smbtlgnt of the particle size, the
waterfall height and the total headwall height. isTis because the energy of the
sediment impacts depends linearly on waterfall iteggnd so does the volume of rock
that must be eroded for the headwall to propagatd@talistance. Note, however, that a
single larger patrticle is still expected to eroderenbedrock than a single smaller

particle because the larger particle constitutgseater sediment flux.

107



3.7. Prediction of Headwall Propagation Rate

It is not yet possible to use equation (6) immdscape evolution model because
there are several terms whose functional depene&mece not known, most notahty

and g,. We can, however, estimate a maximum headwafiggation rate by assuming

that 1) plunge pools are abundant and their folwnat not rate limiting (i.em >> 0),
2) patrticle fall velocities are unaffected by dfag., equation (8)), and 3) that sediment
supply is much less than the sediment-transporaagpof the plunge pools (i.e. no

coverage of bedrocky, << ¢,). With these assumptions, the three bracketedsran

the RHS of equation (6) are all unity, and equat{6i) reduces to a maximum

propagation rate

Prax = 0590,/ K (9)

The maximum headwall-propagation rate predicted eogyation (9) can now be
compared with the average propagation rate foundMaipi‘o and Honokne Valleys
(i.e. valleys 2 and 3) of ~ 55 mml/yr to see if thedel yields a reasonable prediction.
Unfortunately, there is much uncertainty in deterimg both the average
sediment flux passing over the waterfgll and the erosion parameter. If the valley
dimensions upstream of the headwalls were knovam the average sediment flux over
a waterfall could be estimated by neglecting disssoh and erosion of interfluves and
assuming that all valley erosion upstream of antathpater head produced sediment

that was transported over the waterfall, i.e.
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gw=AL,/At (10)

where A, is the average cross-sectional area of a valleyregm of a headwall,, is

the cumulative valley length upstream of the hedld¢eaeraged in time)At is the
change in time over which valley incision occurradd w is the width of the channel
at the waterfall. It is not possible to quantifietvalley dimensions upstream of the
Kohala amphitheater headwalls because the vallays heen erased as the headwalls

have propagated upstream, effectively redudipgin time. For valleys 2 and 3, we
estimateL, now to be approximately 4 km and at the time efBoloti Slump to have
been on the order of 20 km from Figure 6, assumimgontribution from tributaries.
These end-member values are used to calculateeangevor effectivel, of ~ 8 km

(i.e. (20 km — 4 km)/2). To make an order-of-magme estimate of sediment flux, we
assume a valley cross-sectional area (averaggmhoesand time) to be triangular with a
width of ~300 m and a depth of ~100 m, yieldiAg = 15000 ni. These dimensions
seem reasonable based on a rough survey of sothe lafrger hanging valleys. We set
At to be the approximate age of the Pal8lump (i.e. At = 250 ka), estimate the
stream channel widttv = 5 m, and calculate, = 96 nf/yr from equation (10). While
these estimates are rough, they are unlikely tofbey more than a factor of two or
three. There is significantly more uncertaintyhie estimate ok .

Sklar and Dietrich (2004) define = ko? /2Y , where o, is the rock tensile

strength, Y is Young's Modulus of elasticity (~ 2aviPa (Selby, 1993)), ankl is an
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empirical non-dimensional constark £10° based on laboratory experiments of Sklar
and Dietrich (2001), which, to our knowledge, has yet been tested at field scale).

o, varies from about 1 — 20 MPa for most rock tyggslify, 1993). At the laboratory

scale, intact basalt might have a tensile streagblund 10 MPa, although weathering
and fracturing in the field could lower this estiméy an order of magnitude or more.
Given this uncertainty, we solve equations (9) éI®) for the values specified

above, andp, = 280&g/nT, for a range in rock tensile strengths. The testithis
calculation yieldsP,,, = 5.3 - 530 mm/yr foro; = 1 — 10 MPa. These values bracket

the inferred average propagation rate of ~ 55 mifiafywalleys 2 and 3. While there is
much uncertainty in this calculation, it is encaying that the model yields feasible
headwall propagation rates that compare well witkeoved rates, despite the fact that
mass wasting, plucking, and erosion from churnihgemiment within a plunge have

been neglected.

3.8. Thresholds for Headwall Propagation

We hypothesized in the Conceptual Model sectiort 8wane valleys have
remained hanging at the Kohala sea cliffs becausg have had insufficient water or
sediment discharge to cause headwall propagatidere we elaborate on possible
mechanisms that might explain the possible drainage threshold for headwall
propagation of 5-8 kfn First is the formation of plunge pools. nif= 0, then headwall
propagation will not occur. It is difficult to asss this possibility given our ignorance

of the step-formation process. Nonetheless, ihsaeasonable that the hanging valleys
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might experience insufficient discharge of watersadiment to initiate and renew
plunge pools. A second possible threshold is tiinaihe sediment capacity tein If
the waterfall is unable to transport the suppliediment out of the plunge pools and
away from the valley head, then deposition willrcand erosion will cease (i.g > g

in equation (6)). Thus, it is possible that thediag valleys have not had sufficient
discharge to evacuate the sediment delivered byg fadares or from upstream.

The third possible threshold is through the sedimflux termgs. The
sediment flux at a waterfall during a particulanwl event depends not only on the
production rate of sediment (as discussed abouwg)also on the ability of the flow
upslope of the waterfall to mobilize that sedimerfediment mobility is typically
expressed through a non-dimensional Shields num{eg. Buffington and
Montgomery, 1997). For coarse grains of similangiy, the median particle size that
can be transported depends linearly on the flowtldepd the bed slope. Given the
similar slopes of the Kohala valleys upslope of kineckpoints, it is possible that the
hanging valleys have remained hanging becausehiéngs had insufficient discharge or
flow depth to mobilize the coarse sediment foundlmir beds, effectively setting =
0 in equation (6). Unfortunately, we do not yetvéaexposure ages or sediment
transport data to test whether sediment is immobitbe Kohala hanging valleys. The
possibility of relatively immobile sediment in thenging valleys, however, seems
reasonable. For example, Seidl et al. (1994; 19B@yved that large boulders that line
streams on Kaua'i (of similar slope and lithology the Kohala valleys) have been

immobile for as long as 180 ka based on cosmogqosure dating.
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If sediment is presently immobile in the hangindlexs, this must not have
always been the case. The hanging valleys argtapbic depressions and were at one
time carved by flows capable of transporting seditheHow did such flows carve the
valleys without causing headward retreat at thekpoint? It is possible that fluvial
erosion in the hanging valleys only occurs as bensicand bedrock in the channels
weather to small transportable pieces that do ans& appreciable plunge pool erosion
because of small impact velocities due to drefg €quation (7)) or viscous damping
(e.g. Schmeeckle et al., 2001). Another possjbibtthat the hanging valleys were
carved before knickpoints were imposed on the stsehy the Polal Slump. Before
the slump occurred, the hanging valleys would Haag greater discharges because of
higher precipitation rates (because the volcano arasdditional 1000 m above sea
level) and larger drainage areas (because therétmigt have been fault-induced
drainage divides near the Kohala summit).

Lastly, it is possible that knickpoint propagatibas occurred for the hanging
valleys, but that it has not kept pace with coasliffl retreat from wave erosion. Wave
erosion is an active process as evidenced by aekssand 20 — 50 m sea cliffs along
the entire northeast shoreline of Hawai‘i. Diviglithe sea cliff relief (20 — 50 m) by the
regional volcano slope (~ 0.1) indicates at least 2600 m of horizontal sea cliff
retreat. This retreat distance is a minimum beeaosne portion of the sea cliffs might
now be submerged due to island subsidence. Valdisherefore remain hanging at
the coast if headwall retreat rates are less th&00-m / 250 ka, or ~ 2 mm/yr. A
similar mechanism was proposed for the differeret@ben hanging and amphitheater-

headed valleys on the coast of New Zealand (Pilla985).
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3.9. Other Hawaiian Valleys

Large submarine landslides are found offshore ofidka O'ahu, Moloka'i,
Maui, and Hawai'‘i, and when they occur on the wiadivwet sides of the islands, are
often associated spatially with amphitheater-heacdiegys (Moore et al., 1989; Moore
and Clague, 1992). Clague and Moore (2002) sugdethat this might be a
coincidence as both landslides and deep valleydylitequire high precipitation rates.
Landslides might be triggered by groundwater-induseessurization caused by magma
intrusion or phreatomagmatic eruptions (Clague Biwbre, 2002) and amphitheater-
headed valleys are generally found in areas wheneia precipitation exceeds 2.5 m
(Scott and Street, 1976). Moore et al. (1989), déwmw, suggested that the
amphitheater-headed valleys might be geneticaltikelil to the landslides, as the
landslides could have caused “oversteepening” onowed vegetation. Like our
interpretation for Kohala, Seidl et al. (1994) aduhat valleys on the Na Pali coast of
Kaua'i were carved by upstream-migrating landsiithiced knickpoints.
Amphitheater-headed valleys on the north coast olokh‘i, most notably

Pelekunu and Wailau Valleys (Stearns, 1985), weterpreted by Kochel and Piper
(1986) to have resulted from seepage erosion. Kikeala, these valleys have incised
through large sea cliffs that have ~ 1000 m of fetiethe region of the valleys and
taper to less than ~ 100 m to the east and wesg€land Moore, 2002). Directly off
the north shore of Moloka'i is the huge Wailau Lslde (Moore et al., 1989). Similar
to Kohala, the origin of the sea cliffs were origig attributed to wave backcutting
(Wentworth, 1927; Macdonald et al., 1983), but wéater interpreted to be the

headwall of the Wailau Landslide when bathymettitveys revealed the slide (Moore
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et al., 1989; Satake and Smith, 2000). More rége@lague and Moore (2002) have
suggested, based on comparison with a similar frean Kilauea Volcano, that the sea
cliffs are a result of normal or listric faultingdependent of the landslide.

On Moloka‘i and the other Hawaiian Islands, thetisphacorrelation between
landslides, sea cliffs and amphitheater-headectyslare generally not as clear as on
Kohala, making interpretations more difficult. $hnight be because the other islands
are older and have experienced a more complicakdive sea-level history (e.g.
Dickenson, 2001). Erosion of some amphitheatedégaalleys has progressed to the
point that they have coalesced, making it diffiddtdistinguish where valleys once
were (e.g. on Kaua'i (Stearns, 1985)). It doemrs@lausible, however, that large sea
cliffs were formed by giant mass failures at lemstMoloka'i and Kohala. Even if the
sea cliffs on these islands were created by fayltimrelated to mass failures, the spatial
correlation between amphitheater-headed valleyslangg sea cliffs on the windward,
wet sides of many of the Hawaiian Islands suggestsusal relationship consistent with

the knickpoint-retreat model presented herein.

3.10. Conclusions

The Kohala amphitheater-headed valleys have sttepby headwalls that are
dominated by waterfall plunge pools. These headvegipear to be at odds with classic
models of waterfall retreat because plunge poolsndb coincide with significant
changes in bedrock strength and headwalls areigwifisantly undercut. Instead, the
falling water and sediment appears to be vertiadlijing into the headwall in a series

of steps that interrupt the cascading falls. 8jwido exist in the Kohala valleys, as one
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would expect in any deeply incised canyon thatrggtets water tables. We, however,
have not observed weathered rock or overhangs iassavith springs. Peak annual
surface flows exceed spring discharges by nearydmders of magnitude and are likely
necessary to excavate collapsed talus. The angaititihheaded valleys have
approximately uniform valley-wall slopes and aresMaped in cross-section in their
upstream portions, but flat floored near the valleguths. The valleys occur directly
upslope of anomalously high sea cliffs, which imntuare upslope from the Poiol
Sump. Faults located near the volcano summit ckatseal (cross-slope) surface flow
of high elevation (orographically enhanced) preeaijion to the amphitheater-headed
valleys at the expense of smaller valleys that rerhanging at the sea cliffs.

To explain these observations, we propose thaKdiala amphitheater-headed
valleys formed by upstream propagation of huge Kpomts induced by the Polol
Slump. Approximately 250 ka, the Paldblump created an immense headscarp that is
recorded presently as the > 400 m sea cliffs thtdrdlly bound the slump. As
dominant streams cascaded over the cliffs theyldped waterfalls which, through
plunge pool erosion and mass wasting, induced egustipropagation of knickpoints at
rates up to 60 mm/yr, eventually forming deep anmaater-headed valleys. Upstream
propagation of valley headwalls resulted in crasithog of drainage networks and
stream piracy. Smaller streams did not develop iamtaphitheater-headed valleys
because they had smaller discharges due to oragrppdcipitation, a radial drainage
pattern, and fault-induced drainage divides neae #Hummit of the volcano.
Topographic analysis suggests a potential drainagg threshold of ~ 5-8 Krbetween

the arguably active amphitheater-headed valleystlamdnactive amphitheater-headed,
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intermediate, and hanging valleys. Subsidence wedwthe lower portions of the
amphitheater-headed valleys resulting in alluviatifiat floors and U-shaped cross
sections.

We propose a simple expression to describe headesiediat by vertical plunge-
pool erosion due to impacting sediment. This medggests that headwall propagation
and plunge-pool erosion scale with drainage amreauth the sediment flux term, which
is partially supported by our field observationsl anainage area analysis. The rate of
headwall propagation is predicted to be dependemth® kinetic versus potential energy
of sediment impacts, which is a function of sedimsize, plunge-pool depth, and
waterfall height. Surprisingly, for large partisland small plunge pool depths, drag
can be neglected and headwall propagation is fumion of sediment size, waterfall
height or total headwall height. Headwall propagats only weakly dependent on the
number of plunge pools and is independent of tnase area of the plunge pools. The
derived expression is consistent with the notioa ttireshold for headwall propagation
through either the development of plunge pools,sti@diment-transport competency of
the streams feeding the plunge pools, or the sedin@nsport capacity of plunge pools
themselves. The model does not include other pateéhresholds such as a waterfall’s
inability to pluck fractured rock from plunge poots keep pace with coastal cliff
retreat. While the model is an oversimplificatidns encouraging that it yields feasible
headwall propagation rates that compare favoralily those inferred.

The interpretation that the Kohala valleys formed veaterfall processes is
significant as it implies that amphitheater-forrmist a diagnostic indicator of seepage

erosion. The process of knickpoint formation aredrerat following large-scale
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landsliding described for Kohala might also expltie origin of amphitheater-headed
valleys on other Hawaiian Islands. Moreover, artiygdter-headed valleys (e.g. on
oceanic islands of Vanuatu, Tahiti and La Réunkarfétson, et al., 1999)) and stepped
waterfalls (e.g., Skdgar River, Iceland; CascadeeRiMinnesota, USA) are a relatively
common occurrence on Earth, especially in basklhdscapes. Knickpoint retreat is
thought to be one of the main mechanisms for vatieision (e.g. Whipple, 2004) and
the process of vertical drilling proposed hereimgimibe found relevant for landscape
evolution outside of the Hawaiian Islands. Mars particular has abundant
amphitheater-headed valleys, which should be reated with attention to waterfall

processes in addition to seepage erosion.
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3.11. Appendix 1 — Particle Fall Velocity

The acceleration of a falling particle can be ca@d from the difference

between the gravitational acceleration of the plertand deceleration due to drag

dw

o ~CimCw (A1)

wherew is velocity in the vertical dimensiowg,is the acceleration due to gravity and

C, andC, are given by

Cl:Mg (AZ)
Ps
1 P: A
cC,=—C,—— A3
275% N (A3)

where C, is a drag coefficientp, is the density of the fluid that the particle alihg

through, p, is the particle densityA is the cross sectional area of the particle

perpendicular to fall velocity, and is the volume of the particle. We are interested
the acceleration over a certain fall distance ratthen over a certain fall time. Equation
(Al) can be written in terms of vertical distanee (positive downward) by

substitutingdt = dz/w, which yields
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w—+C,w° =C,; (A4)

In order to solve equation (A4) analytically, wesase thatC,, and thereforeC,, is a
not a function ofz. In reality C, should vary as particles accelerate and the partic

Reynolds number increases. Using a simple numeimtegration, we found that
accounting for a variable drag coefficient typigalad less than a 10%-effect on
settling velocity. We, therefore, assume tlatis a constant for a given particle size
and solve the non-linear ordinary differential etpra given by equation (A4)

analytically as

w= \/% +C, exp- 2C,2). (A5)

2

C, is a constant of integration that must be spetifising a boundary condition.
Neglecting the influence of the surrounding fallimgiter, a particle falling down a
waterfall will first fall through air for a distaech and then through water within the
pool for a distancey before impacting the bedrock. We first specifuaipn (A5) for
the case of a particle falling through air. Wernthese this solution as the boundary
condition for a particle falling through water. rRbe particle falling through air, we
defineC, =C,, andC, =C,, for the case whem, = p, in equations (A2) and (A3),
where p, is the density of air. Solving equation (A5) fG; and assuming that the
vertical velocity of the particle at the top of theaterfall ¢ = 0) is zero, yields
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C,=-C_,/C,,. Thus, the velocity of a particle when it impattie water in a plunge

pool z =h), denoted byv,, can be written following equation (A5) as

", = Jg— (- expl-2C,.1) (6)

2a

Now, we solve equation (A5) for the particle-bedrampact velocity at the bottom of
the plunge pool. For the case of a particle fglihrough water, we defin€, =C,,
and C, =C,,, for the case whem, = p,, in equations (A2) and (A3), wherg,, is the

density of water. At the top of the pool of water 0), the velocity of the particle V&
given by equation (A6). This assumes that no gné&gdissipated at the air-water

interface. Given this boundary conditia®, is found from equation (A5) to be

C,=w —— (A7)

Combining equations (A5) and (A7) yields the impaelocity of a particlew, after

passing through a plunge pool of degth

w, = \/ﬁ +[w§ —%] exp- 2C,,/7) - (A8)

2w
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The final expression for impact velocity of a peldiafter falling over a waterfall of
heighth and through a plunge pool of depyhis found by combining equations (A6)

and (A8),

c, (C C
w, = \/C_(C_(lp( zc%h»—c—zvvjexp(— ) (K9)
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3.12. Appendix 2 - Notation

A

A

Ly

max

Os

Gt

Cross-sectional area of a sediment particf§ (L

Average cross-sectional area of a valley upstrefanheadwall (£)

Drag coefficient (dimensionless)

Surface area of a plunge pool per unit width (L)

Sediment diameter (L)

Vertical erosion rate (LT)

Acceleration of gravity (L)

Average waterfall height fart1 waterfalls in series at a headwall (L)
Empirical rock erodibility coefficient (dimensiorsds)

Average length of a valley upstream of a headwall (

number of plunge pools in series at a headwallifrtiding bottom of
headwall)

Headwall propagation rate (L'J

Estimate of maximum headwall propagation rate {LT

Volumetric sediment flux or supply per unit widtt’T™)

Volumetric sediment-transport capacity per unittwitL>T™)

Time (T)

Volume of a sediment particle {L

Vertical velocity of a falling particle (L)

Impact velocity of a particle at the bedrock ifaee (LT?)

Young’s modulus of elasticity (MET™)
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Ps

Ps

Pu

Pa

Vertical coordinate (L)

Plunge pool depth (L)

Rock erodibility parameter (MtT?)

Density of sediment (ME)
Density of fluid (ML3)
Density of water (ML)
Density of air (ML)

Rock tensile strength (MT™)
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Chapter 4

Formation of Box Canyon, Idaho, by
Megaflood: Implications for Seepage
Erosion on Earth and Mars

4.1. Introduction

A central thrust in geomorphology and planetargsce is to link diagnostic landscape
morphologies to formation processes. A prominexangle is the formation of
amphitheater-headed canyons, in which the stubpgapnce of valley heads, steep
headwalls, and little landscape dissection upstreane long been interpreted to result
from seepage erosion (i.e., groundwater sappingtanth (-4), Mars 6, 6) and now
Titan (7). Theory 8), experiments 9), and field studies1Q) have validated this
hypothesis in unconsolidated sand, showing thaleyaheads are undermined and
propagate upstream from seepage-induced erosibis nieans that valleys can grow
without precipitation-fed overland flow, which hpsofound implications for landscape
evolution on Earth, and the hydrologic cycle anbitadility of Mars.

Despite widespread acceptance of the seepage-erdsipothesis, and its

validation in sand, we lack an unambiguous exanoplamphitheater-headed canyon
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formation by seepage erosion in bedrock, owinguerlapping features generated by
rainfall runoff for most sites on Eartiil). Even the amphitheater-headed valleys of
the Colorado Plateau and Hawai‘i, which are mogtrotited as classiexamples of
groundwater sapping in bedrock, (3), have been questioned due to evidence for
flashfloods and plunge-pool erosiohl{13). To better evaluate the seepage-erosion
hypothesis, we set out to study the erosion antsp@t processes within a bedrock
canyon, Box Canyon, Idaho U.S.A, that exhibitschlthe morphologic and hydrologic
traits attributed to seepage erosion (i.e., staphitheater-shaped headwall, lack of
landscape dissection and runoff contribution upsireand contains the #llargest
spring in the U.S.), without the overlapping indara of rainfall runoff that have made
other sites controversial (Fig. 1A). Moreover, B&anyon exhibits remarkable
similarity in morphology and potentially lithologfi.e., basalt) with many Martian

canyons (Fig. 1B) that have been attributed to age@rosions, 6).

4.2. Box Canyon

Box Canyon is located within the Snake River Plaiftroad and relatively flat
basin in southern Idaho filled by volcanic flowsatherupted ca. 15 Ma to 2 ka and
sedimentsi4). Several tributaries of the Snake River Canygpear as stubby valleys
that end abruptly in amphitheater heads, includvtalade Gorge, Blind Canyon and
Box Canyon (Fig. 2), all of which have been atttédalito seepage erosioh, @). Box
Canyon is cut into the Sand Springs Basalt (alsneththe Basalt of Rocky Buttés))
with an Ar-Ar eruption age of 95 20 ka @6) and U-Th/He eruption ages that range

from 86 +
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Figure 1. A) Shaded relief map of Box Canyon, Idaho. Airmiaser Detection and
Ranging (LIDAR) data was collected by the Natio2énter for Airborne Laser
Mapping. The data have been filtered to removestampn that exists along the creek
banks. UTM zone 11 projection, NAD83 datum, 1-reotation. B) THEMIS 82)
infrared daytime image of Mamers Vallis, Mars. Irnagl9470014, 19 m resolution
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Figure 2. Topographic map of the eastern Snake River Pth&Jocation of which is
shown on the inset map of Idaho, USA. The drairegas feeding Box Canyon (228
km? and Blind Canyon (4713 Kihare outlined following the path of steepest décen
The yellow shaded regions mark the locations ofamilsm younger than ca. 50 K&
The asterisk (*) illustrates a location where a dainthe Snake River Canyon could
cause overflow into the Box and Blind Canyon drgaareas, although no lava dams
have been discovered there. The thin black limes1®0-m topographic contours.
Topographic data is from the U.S. Geological Survey TM zone 11 projection,
NAD83 datum, 25-m resolution.
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12 ka to 130 12 ka (7), and this flow was inferred to fill an ancestcaihyon of the
Snake River18).

The permeable lava flows of the Snake River Plamnfan extensive aquifer
with recharge entering in the east (e.g., Big LBster sinks, Fig. 2) and flowing
westward. Large springs emanate from the east @fathe Snake River Canyon
between Box Canyon and Malade Gorge, where the jogs north — perpendicular to
the regional topographic slope and the groundwiéder-direction. These springs
constitute a cumulative discharge of ~ 17&snand one of the largest (~ 10/s)
emanates from the head of Box Canyon creating Baxy@n Creek19).

Box Canyon is sinuous (Fig. 3A), and the longitadliprofile is approximately
2.68 km in length with an average channel-bed std#18% (Fig. 3B). The canyon is
~ 35-m deep and 120-m wide at its head, and aboce: @¢ deep and wide at its mouth.
The columnar basalt walls of the canyon have ceéldpcreating steep (~ 20 35)
talus slopes that often abut Box Canyon creek.usraccumulation lessens upstream
and is absent at the canyon head (Fig. 4A). Skterace-like platforms are elevated 2
to 7 m above the current stream level, and septratsteep talus slopes from the creek
(Fig. 3). These contain large boulders (> 1 m) anthe appear imbricated in the

downstream direction indicating past fluvial traogp

4.3. Seepage or Megaflood?

Stearns 4) postulated that Box Canyon was formed by roclsaligion from
seepage, and that the lack of talus at the hedldeotanyon is evidence of continued

dissolution. We have found, however, that bedrooknmosing the headwall and
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surrounding talus are blocky and hard, and showisaal evidence for enhanced
weathering. Indeed, water samples taken from BaxyGn creek and neighboring
wells indicate silica concentrations ranging fro8-35 mg/L, which bracket the
saturation value20), suggesting that the groundwater is in equilibrivith the basaltic

aquifer and significant dissolution is not occugret Box Canyon spring.

Despite no modern overland flow contribution to B&anyon creek, three
features at the canyon head indicate overflow démiato the canyon in the past. First,
three concentric semicircles of boulders within ta@yon head appear to be waterfall
plunge pools with ~ 2 m of relief (Fig. 4A). Secordsmall notch (~ 300 #in the
center of the headwall rim (Fig. 4A) has lineatdHike abrasion marks, millimeters in
width and several centimeters long, that follow tlbeal curvature of the notch
indicating past overspill. The scours appear astdion the inferred upstream end that
gradually fan outward and diminish in relief dowesim (Fig. 4B). Third, this scoured
rock extends ~ 1 km upstream of the canyon headdatideates flow towards the
canyon (Fig. 3). Unfortunately, the scoured pahnot be followed further upstream
due to loess deposition, which commenced ca. 4(arké ceased ca. 10 ka, i.e.,
coincident with the Pinedale glaciatiaziy.

The basalt in Box Canyon breaks down into largederys (~ 1 m) that without
dissolution must be transported downstream to alamyon growth. Despite the great
discharge of the spring, no measurable amountdifreat is currently transported. A
minimum estimate of flow needed to carve the cangam be found by calculating the
discharge necessary to initiate sediment transporthe creek bed. Channel cross

sections, longitudinal channel-bed profiles, arargsize distributions@,, = 0.6 m,
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Figure 3. A) High resolution topographic map of Box andri8liCanyons. The yellow
shaded regions mark potential fluvial terraces,ciwhiange from 2-7 m above current
stream level. Detailed measurements of flow deptter surface slope, bed slope,
channel width, and bed particle size were madeinvitie region markedeasurement
reach (24). Discharge calculations were made using crossesal areas measured at
XS1 and XS2. Mapped scours on bedrock (e.g., #Bj.are shown as green arrows.
The white circles are sample locations used foindat The thin black lines are 10-m
topographic contours. The blue line is the cakedlgath of steepest descent, but does
not indicate modern-day flow paths since no flowecord has spilled over the canyon
headwall. See Fig. 1 for data source and project®)nLongitudinal profile of Box
Canyon extracted from the LIDAR data (Fig. 3A) foling the path of steepest
descent. Major breaks in slope correspond to #mwyan headwall, waterfall, and a
disturbed region near the canyon mouth due to ardgt.
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Figure 4. A) Photograph of the head of Box Canyon. Thedla@encentric circles that
lack boulders are interpreted to be plunge podike headwall relief is ~ 35 m. B)
Photograph of scours within the notch of the Boxyom headwall. The pencil for
scale is ~ 14 cm and points in the inferred flovediion.
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D,, = 0.29 m, andD,, = 0.13 m) were measured at a relatively strai@®-rh reach

within the canyon (Fig. 3A). A critical Shieldgeds formula for incipient motior2g)
combined with our measured channel cross secti®2 (Kig. 3A), average bed slof (
= 1.85%, Fig. 3B), and a flow resistance equati8) yields a flow discharge d@ >
220 nt/s (corresponding to an average flow deptthof 1.7 m) that is necessary to
move the sediment bed and continue canyon ero&@n This is a factor of 22 larger
than the modern spring dischar@@+ 10 ni/s) and is consistent with our observations
that no sediment is presently moving within theyosm

The scoured rock upstream of the canyon head oedtigr a broad channel-
like depression ~250-m wide and 3-m deep (XS1, 4. The scours extend over the
southern bank of XS1 indicating that flow was degpan and only partially bounded
by this channel. A discharge estimate can be rfadde flood event that spilled over
the canyon rim by assuming the flow was containétthimv this channel. Using the
measured cross-sectional area at the thresholdeo$pill of XS1 (475 1), the regional
bedrock slope parallel to scour marks=(0.74%), a flow resistance formul23f, and a

wide range in bed roughness-length scal®$<k, < mi(since this is the least

constrained parameter), we calculate a minimum fthgcharge ranging from 800 —
2800 ni/s (20), which would have filled the canyon to a deptt8af — 5.8 m within our
measurement reach, and (unlike seepage) would leageeded the competency
threshold to transport the bouldery bed. Thesenastd discharges are large, but are
still smaller than the peak discharge of other stad@hic floods in the region (e.g.,

Bonneville flood, 1& m¥/s (24); Big Lost River Flood: 60,000 s (25)).
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We do not yet have mechanistic theories for the Ht headwall retreat in
bedrock during large-scale flooding. The verttyabf the headwall suggests that it
migrated upstream as a knickpoint, and the verfjoaits inherent to flood basalt
probably promoted toppling of basalt columns. Thek of gravel upstream of the
canyon head also limited abrasion of the canyon finsediment transport was the rate
limiting step for canyon erosion, a duration ofwWlmeeded to carve the canyon can be
estimated by dividing the total volume of the camye 1.53 x 16 m®) by a volumetric
transport rate of sedimen2q) for our estimates of flood discharge (i.e., 802800
m?/s). This suggests that flow was sustained for 360 days to transport the required
load out of the canyorn2(), which is similar to the duration of the Bonnéiflood
(~100 days, 24)). Excavation of Box Canyon could have taken l@s®, however,
since the flood was only partially contained witkine channel at XS1.

Four samples, distributed in the streamwise divectvithin the canyon (Fig. 3),
were chosen fofHe cosmogenic exposure age dating to further cainsthe duration
of canyon formation. Scoured bedrock exposed atcinyon-head rim was sampled
(location 4), and the remaining three samples vaken from boulders due to poor
bedrock exposure elsewhere. Large boulders thag¢aapd separated from the active
talus slopes were selected since they are mody likehave been stable since canyon
formation. Active talus production from canyon isalas well as weathering,
constrains boulder surfaces to be minimum boundgh#age of canyon formation.

Of the boulders sampled, only location 2 was orreate among other large
imbricated boulders indicating past fluvial trangp@-ig. 3). This sample yielded an

exposure age of 48 3 ka (1-sigma error) and the other two boulderseweearly half
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as old (location 1: 21 4 ka; location 3: 19 88 ka) (7, 20). The scoured notch
(location 4) yielded the same age as the imbrichtedder at location 2: 45 5 ka.

Another constraint on the age of canyon formatiomes from a ~ 20-cm thick,
finely laminated bed containing clay, silt and satit is exposed in a small road-cut
within the talus slope (location 5, Fig. 3). Twels found within the layer yieldedC
radiocarbon ages of 22.4 *ka @0), which is equivalent to ca. 26 ka calibrated age
(27).

Together, these observations, hydraulic calculatiand dates eliminate the
seepage-erosion hypothesis for the formation of Baxyon. Here, seepage is not
significantly enhancing weathering of the headwatid contemporary seepage flow is
deficient by a factor of ~22 to evacuate sedimemifthe canyon. Moreover, erosion
of the canyon headwall ceased ca. 45 ka owing #oadghe scoured bedrock notch.
The observations of scoured bedrock and plungespmamiht towards a flood or floods
competent to transport boulders and carve the camyaveeks or months — illustrating
the power of rare, catastrophic events in shapiglandscape. This hypothesis is
supported by the similarity in surface exposuresagethe terrace-bound boulder at
location 2 and the scoured notch. We interpretytienger boulders to have rolled to
the canyon floor after the canyon was formed, wisctonsistent with the shell deposit
sandwiched between several meters of talus, indgcaanyon formation occurred well
before 22 ka, and wall collapse has been activeesiWhile a single flood event is the
simplest interpretation, it is not possible to raleé multiple events occurring after 86 +
12 ka (the eruption age of the basalf)f with the last resetting the exposure ages ca.

45 ka.
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4.4. Flood Source

The regional geology and topography, as well as dates and hydraulic
calculations place constraint on the origin of ffeeoflood(s). Our dating results
indicate that the canyon is much older than therBwille flood that occurred within
the Snake River Canyon ca. 14.5 ka. Given thendge area of Box Canyon (228 ¥m
and Blind Canyon (4713 Kin(Fig. 2), and our flood duration and dischargenestes,

a sufficient meteorological flood would require rmdhan 1.7 m of runoff lasting for
several weeks or longer, which is highly unlikelg emodern annual precipitation
averages only 0.22 m over the eastern Snake Rlaer, ihfiltration is extremely high,
and conditions were likely dryer ca. 45 K8), Another possibility is that the Snake
River was dammed by volcanism upstream of Box Cangausing overflow into the
Box-Canyon drainage area. Modern peak flows onSih@éke River near Box Canyon
are as high as 1300°fw (19), which is similar to our estimated range of flood
discharges. The Snake River Canyon and the BoxBdind drainages are separated
topographically, however, except for one locatiorakked with an asterisk on Fig. 2)
and no volcanic dams with an age of ca. 45 ka baea discovered there.

The remaining flood sources include 1) the Litthel 8ig Wood River drainage
basins to the north, or 2) the Big Lost River dagi@ basin to the northeast (Fig. 2).
Although the largest recorded modern dischargesof\Rivers = 250 fits; Big Lost
River = 120 n¥s (23)) are smaller than our estimate of the Box Carffmod, both of
these drainages have produced large magnitude flomlde that cut canyons in
Quaternary basalt, scoured bedrock, and transplatgel (~ 1 m) boulders (i.e., Malade

Gorge, (5); Big-Lost-River flood, 25)). For example, the paleo-megaflood of the Big
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Lost River, which occurred sometime between cakd @nd 95 ka29), was probably
an outburst from Pleistocene Glacial-Lake East Faorl had a peak flow of 60,000
m°/s (25) — more than 20 times our estimated dischargeoat@nyon. Such an event
would have easily surpassed drainage divides gimeevolcanic plain separating Box
Canyon from the Wood and Lost River drainages latively flat (Fig. 1). Moreover,
the divides themselves have shifted since the foomaof Box Canyon due to

volcanism that postdates the Box-Canyon flood (B)g.

4.5. Conclusions

Our analysis of Box Canyon forces us to abandon gkepage-erosion
hypothesis for formation of amphitheater-headedycas. Instead, we propose that
such amphitheater morphology might be expectedasaltic plains where vertical
fractures in basalt promote a steep face, and wdaastrophic flooding is competent to
topple basalt columns and transport boulders. [THeex Canyon and other
amphitheater-headed canyons produced by catastrapltburst floods in volcanic
terrains (e.g., Dry Falls, Washington State, U.§38); Asbyrgi Canyon, Iceland())
might be better analogs of Martian canyons thapage channels in sand. Deciphering
the history of the Martian surface, however, wdbuire higher resolution imagery at
canyon heads, as scour marks and even boulderaiBmx Canyon are small relative
to the resolution of contemporary Martian orbitameras (e.g., Mars Orbiter Camera,

High Resolution Imaging Science Experiment).
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4.6. Appendix 1 - Methods

Discharge at incipient motion

We estimated the flow needed to carve Box Canyom fthe dimensionless

bed-shear stress or Shields stress at incipieimhsatlmotionr, . :

f,=— b (1)

where 7, is the bed shear-stresp, and p are the densities of sediment and fluid,
respectively,g is the acceleration due to gravity, abg, is the median grain diameter
(S1, 2). We assume steady and uniform flow, £g= ogRS, whereR is the hydraulic

radius andsis the water-surface slope.

To evaluate equation (1), we made measuremenksnwat 125-m reach (Fig.
S1A) along the canyon floor (marked “MeasuremenadRé in Fig. 3), which was
chosen because it was relatively straight in planfand wadeable. The bed is
bouldery throughout the canyon and is probably beescribed as plane-bed
morphology 83), although there are local clusters of boulde$ @wols. The grain size
distribution was measured within this reach (Fig) 8nd the particle-size statistics are

Dy, = 0.60 m, D, = 0.29 m, andD,; = 0.13 m, where the subscripts denote the

percentage of grains finer than. We measuredritegmediate axes of 100 grains by
counting particles every 1 m along the channel emaducting four transects spaced

~10 m apart (Fig. S1A). Owing to the large sizpafticles, measurements were made
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Fig. S1. @A) Photograph of the measurement reach and cezd®s XS2 within Box
Canyon (the stream is ~ 35 m wide for scale). (B)tBgraph of the boulder at location
2 (Fig. 3) sampled fofHe cosmogenic exposure dating. (C) Photographsefdiment
deposit exposed within the talus slope (locatiorig§, 3) containing shell fragments
that were used fd¥'C dating.
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Fig. S2 Cumulative frequency distribution of particlees along the stream bed of
Box Canyon within the measurement reach.
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Fig. S3.Longitudinal profile of Box Canyon calculated & tpath of steepest descent
from the 1-m resolution DEM. Three linear, leagtares fits to the data, used to
calculate channel-bed slope, are shown as dastiesl (displayed offset from the data)
for P1: the entire length of the canydh= 2.18%), P2: a 900-m reach bounded by the
waterfall and the canyon hea8<£ 1.85%), and P3: the measurement re&ch {.9%).
The elevations of mapped terraces (Fig. 3) are shiowed.
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in situ using a tape measure and snorkel gear. A femgraere larger than 1 m across
and these were counted twice in the distributiofhe particle sizes were binned
following the phi scale.

The longitudinal profile of the water surface wasasured from 1-m resolution
airborne Light Detection and Ranging (LIDAR) datalected by the National Center
for Airborne Laser Mapping (Fig. S3). The profieas extracted from a digital
elevation model (DEM) following the path of steegpdsscent, and this profile was
verified to be accurate by comparison with a figldvey within the measurement reach
conducted with a self-leveling level and stadia. rdduring floods, bed irregularities
will be drowned out and the water surface-slopéd tghd to be more uniform over a
length scale of many times the channel width. Tcoant for this, we estimated the
water-surface slope during flood as the averagemsatrface slope over a 900-m reach
bounded by the waterfall downstream and the camgadwall upstream (Profile P2,
Fig. S3). Using a linear least-squares fit, tlopsiwas found to b8 = 1.85%, and for

this channel slope..= 0.055 &4). Using these values, the necessary bed shemsstr

to move the bouldery bed was calculated from eqoatl) to be 290 N/fmassuming

(o, - p) = 1800 kg/m for basalt.

From these calculations and measurements, the algehneeded to move
sediment within the canyon can be calculated from@mpirical formula of Bathurst

(SH):

Q=UA= a(gRS)”{kﬂJ A, (2)
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where U is the average flow velocity across a channel ection,A is the cross
sectional area of flowh is the average flow depth, akgis the roughness length scale
of the bed.a andb were found empirically from measurements in mouns&reams to
bea = 3.84 and = 0.547 forS< 0.8%, anch = 3.1 andb = 0.93 forS> 0.8% &5).

Bathurst §5) suggestel, = D,,, although this likely depends on the site-

specific substrate (e.g., bed forms, particle-dig&ibution, particle angularity). Others

have shown théks can be two or three times,, (e.9.,55). Instead of assuming, we

calculated it from equation (2) for conditions imBCanyon creek using our surveyed
cross section, water surface profile, and the US@Ssured discharg® (= 9.15 ni/s)
from March 2004 $7). A cross section (XS2, Fig. 3) within the measnent reach
was surveyed using a self leveling level and staalia(Fig. S4A). At the time of the
measurements, the maximum flow depth was 1.08 mtlamdiverage depth over the
cross section was = 0.58 m, which is equivalent to a hydraulic ra&dafR = 0.57 m.
Within the measurement reach, the water surfagesdd the time of our measurements
was approximately uniform and equal to 0.9% (Peof3, Fig. S3). Inserting these
values into equation (2) resultskn= 0.81 m, which is about one-third larger than our
measuredg, within the reach. In the following calculationgwseks = 0.81 m rather
thanDgsmaking our discharge estimates conservative.

At incipient motion, the hydraulic radius was cd#tad from equation (1) to be
R=1.6 m. Such a flow would fill the canyon at X@&2an average depth bf= 1.7 m

and a maximum depth of 2.5 m (Fig. S4A). Usingéhealues an8= 1.85%, equation
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(2) was solved to find that a dischar@e> 220 ni/s is needed to begin to move the

sediment bed and continue canyon erosion.

Discharge of the flood event

The scoured channel upstream of the canyon headuses to estimate the
discharge of the flood event. Aside from scourksand a few plucked blocks along
bedding planes, most of the bedrock surface wittdnchannel is continuous with the
neighboring land surface and appears to be thénatigolcanic surface. This suggests
that the broad channel was not created by the flogeht, but rather was inherited
topography that likely focused flow towards the y@m

A cross section (XS1, Fig. 3) was extracted from tiDAR DEM (Fig. S4B),
and at the threshold of overspill of the southeanko(which corresponds to a distance
of ~ 25 m on Fig. S4B) was found have an area of @75 The water-surface slope
during the flood was assumed to be similar to gggonal bedrock slope in the direction
parallel to the scour marks & 0.74%), which was also extracted from the DEM.
These measurements were used, along with a spedfuraughness-length scales

(0.1<k, <1 m) to solve equation (2), resulting in a flow diacge ranging from 800 to

2800 ni/s. Using the same parameters for the incipiertienacalculation above (i.e.,
S=1.85% ands = 0.81 m), we found that this flood event woulddélled the canyon

to a depth ranging from 3.7 m to 5.8 m within owwasurement reach (Fig. S4C).
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Time to excavate the canyon
If sediment transport was the rate limiting stepdanyon erosion, a duration of
flow needed to carve the canyon can be estimatediviging the total volume of the

canyon V) by a volumetric transport rate of sedime@). The total volume of the

canyon ¥ = 1.53 x 16 m®) was found using the DEM and differencing a stefac
interpolated from the topography surrounding theyoa and the topography of the
canyon itself. For our estimated range of floostHarge (i.e., 800 - 2800%) and the

corresponding range in hydraulic radii (2.5 — 3.p the volumetric transport rate was

calculated as

3/2
Q, = 5.7W(rgD§’o)1/2( T _ T*Cj (3)

wherer =(p, - p)/ p = 1.8 andW is the average bed-width of flov&g), which at
XS2 was found to be 47 m and 56 m for the two disgh estimates (Fig. S4C). This
calculation (i.e.V /Q,) suggests that flow was sustained for 35 - 16@& da transport

the required load out of the canyon.

“He Cosmogenic exposure ages

The original up-direction and, if present, originava-flow surface of the
sampled boulders (e.g., Fig. S1B) was identified lmgsalt density (extent of
vesicularity) and vesicle orientation. Samples wefen at least 1-m below volcanic-

flow surfaces to avoid inherited exposure that lkeduduring hiatuses between basalt
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eruptions. In addition, the sample from the erodetth was taken from ~2 m below
the original flow surface as inferred by tracingdbmg surfaces laterally. Helium
exposure ages were measured on olivine separates deveral kilograms of basalt
taken from the upper 4 cm of the exposed surfagésr extracting any magmatic
helium from the olivine, cosmogenitie was released from the samples by heating
vacuo and measured. Exposure ages were then calculsieg an average production
rate scaled for latitude, altitude and surface elofhe correction for shielding from
canyon walls was found to be less than 4% foratt@es and was folded into the error

for each age determination. Measurements and edilong are further detailed (89).

%C Radiocarbon ages

The shells were extracted from a ~ 20-cm thick,Iyit@minated bed containing
clay, silt and sand, which is exposed in a smaldrout within the talus slope (Fig.
S1C). This bed is probably a backwater deposinfem unknown flood of the Snake
River, and appears younger than the Yahoo Clay sitegb throughout the region
following damming of the river by McKinny basalbflis S10) ca. 52_+24 ka Gl11),
and older than the Bonneville floo81@). Three dates from two shells within the layer
yielded“C radiocarbon ages of 22.510407 ka, 22.55 .07 ka, and 22.34 8.07 ka.
The error bars represent two standard deviatidime first two dates are gas splits from
acidification of the same shell. The measuremerdse made at the Keck Carbon
Cycle AMS Facility, Earth System Science Departmesmiversity of California -
Irvine, U.S.A, following the conventions of813). Sample preparation backgrounds

were subtracted based on measurementCefree calcite.
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4.7. Appendix 2 - Supporting Text

Geologic setting

Recently Gillerman et al.S{4) reinterpreted the basalt that composes Box
Canyon as the Thousand Springs Basalt (also cBiedlt of Flat Top Butte; ~ 395 +
20 ka, G11)), and the inferred the relatively young appeagavichedrock and the origin
of Box Canyon to be from scour by the catastrofdoaneville flood, which drained
glacial lake Bonneville ca. 14.5 k&l@). In his autobiographyS5), Stearns also
admits the possibility that his seepage-erosiomthgsis §16) was incorrect and that
the Bonneville flood carved Box Canyon and scoutlkee neighboring landscape.
Hydraulic modeling by O’ConnefSL7), however, showed that the Bonneville flood did
not overspill the Snake River Canyon in this regiwhich is consistent with our dating
and analysis that Box Canyon was carved by an @dent(s). U-Th/He eruption ages
(29) confirm that the basalt of Box Canyon is 862 ka to 130 +12 ka and this is
consistent with the earlier designation of Sandrggr Basalt $18, S19) (also named
the Basalt of Rocky ButteS{4)) with an Ar-Ar eruption age of ~ 95 10 ka §l11).

Near the mouth of Box Canyon, the Quaternary basadtlies a ~ 5-m thick
Pliocene or Miocene stratified volcaniclastic uf8l4, S20), which appears older and
more weathered than the basalt. This unit is @xyosed near the canyon mouth,
where the talus slope was excavated recently fagaeduct. Most of the canyon floor
is composed of basalt boulders so the underlyingrdo&k cannot be determined.
Quaternary basalt is exposed, however, at a ~5-nin mgterfall (Fig. S5A)
approximately 730 m downstream of the canyon h&agk(3 and S3). The log from

the nearest well, about 0.5 km southeast of thgazahead, extends to a depth of 43
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Fig. S5.Photographs of Box Canyon showing the (A) ~ 5-nhivigaterfall, (B) ~ 35-m
high canyon headwall, and (C) small delta at theflaence with the Snake River (the
Snake River is ~ 200 m wide for scale).
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meters, or ~ 7 m below the canyon floor near thelWwali, and indicates intact basalt to
this depth §21). Thus, if the underlying older unit is lateralxtensive, it does not
appear to have played a role in formation of theyoa, at least upstream of the

waterfall.

Spring discharge and chemistry

Fig. S6 shows the daily average discharge andifiselged silica concentration for Box
Canyon creek as recorded by the U.S. GeologicaleyuE7). The saturation value of
33 mg/L was calculated for dissolved quartz and ramaus silica at 14C and pH = 8
(822), conditions typical of Box Canyon creek. Seas$amaiations in discharge are
less than 10 to 20% and trends over the 58-yeatidarof record are thought to record

changes in farm irrigation across the plain, rathan natural forcing.

Talus at the canyon head

It is puzzling that there is almost no talus at ta@yon head (Fig. S5B), while talus
slopes are well developed elsewhere in the can@ur. date of the notch at the canyon
head suggests that wall collapse has not occuhem tsince ca. 45 ka. Perhaps, the
basalt columns are more interlocked at the heagdwaikch might also explain why the
headwall stalled at this location during canyonnfation. Alternatively, maybe the
spring flow prevents rock breakdown at the headvweali. by preventing freeze-thaw

(23).
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Fig. S6. Discharge and dissolved silica records for Box @angreek from the U.S.
Geological Survey gauge 13095500.

Table S1 — Inferred wind abrasion marks.
Location Longitude | Latitude Scour orientation

Box Canyon 42.70566° -114.81971° 113°
Box Canyon | 42.70902° | -114.81895° 115°
Box Canyon 42.70874° -114.82214° 115°

~10 km East| 42.7163° -114.70708° 110°
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Delta at the canyon mouth

There appears to be a small delta (<<1% of thd tatayon volume) at the mouth of
Box Canyon (Fig. S5C). This might imply that thdras been active transport of
sediment since ca. 14.5 ka when the Bonnevilledflsavept through the Snake River
Canyon §17), or perhaps sediment transport occurred withim Banyon because of

withdrawal of the Bonneville floodwater.

Bedrock scour directions

Bedrock scours near the canyon head indicate fbwatds the canyon headwall (Fig.
3). We identified three locations near the canyauth, however, with bedrock scours
that appear to display an opposite flow directiathwrientations ranging from 1130
115° (Table S1). The consistency of these directiatisaligned with the prevailing
westerly wind direction, suggests that these astlresulted from wind abrasion. A
high knob of bedrock ~ 7.8 km to the east of Boxiyom also shows scours orientated

110° consistent with this hypothesis.
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Chapter 5

Is the Critical Shields Stress for Incipient
Sediment Motion Dependent on
Channel-Bed Slope?

5.1. Introduction

Predicting initial sediment motion is one of thegntundamental and practical
problems in sedimentology and geomorphology. Sedintransport predictions are
needed to route sediment through river netwofksi [and Parker 2005; Cui et al,
2006; Wiele et al. 2007], model river incision into bedrocBKlar and Dietrich 2004;
Lamb et al. 2007], restore river functionality and habitRofgen 1996;Buffington et
al., 2004], and mitigate debris flows initiated frorhannel-bedsHapa et al. 2004].
Sediment transport predictions also are crucialuftderstanding surface processes on
planets and satellites like Mars and Titan, as tpeyide a straightforward and
guantitatively robust method for constraining tingoaint of fluid that is flowing or once
flowed across these planetary surfadeésnpar, 1979; Burr et al, 2006;Lamb et al.

2006;Perron et al, 2007].
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Many widely used bedload sediment-transport modedsbased on the concept
that sediment transport either begins at, or casch&d by, a constant value of the non-
dimensional bed-shear stress or the critical Shisteessr., [Meyer-Peter and Miller

1948;Engelund and Fredspd976;Luque and van Begk976;Parker, 1990;Wilcock

and Crowe 2003]. The Shields stress is defined as

(1)

where 7 is the shear stress at the bed, and the sheavityelo = /7, /p. D is the
diameter of a particleg is the acceleration due to gravity, ands the submerged
specific density of the sediment,=(po, - p)/ p, where p, andp are the densities of

sediment and fluid, respectivelyrhe subscripy in equation (1) is used to denote the
portion of the total bed stress that is borne kgirsent grains on the bed (discussed
below). 7., without further subscripts is used to describedhgcal Shields criterion
generically, without regard to stress partitioning.

The concept of a constant Shields-stress critéoonncipient motion is based
on the pioneering experimental work $tields[1936], which showed that the Shields

stress at incipient motiom., varies with the particle Reynolds numbRe, , but is
roughly constant (i.e.7., = 0. 04fMiller et al.,, 1977;Yalin and Karahan1979]) for

Re, >10° (corresponding to aboilt > 3 mm for rivers on Earth), where
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Re =—— (2)

and v is the kinematic viscosity of the fluid. This uéishas been reproduced by many
others (e.g., see review HBuffington and Montgomerf1997]), although significant
scatter in the data exists. Theoretical modelsdas balancing forces on particles also
have reproduced these experimental findings [8\gberg and Smith1987a;Bridge
and Benneft1992].

Considerable attention has been placed on sedimettires, in which grain
shape, orientation, exposure, protrusion, and bkripocket geometry can influence the
critical Shields stress [e.glViberg and Smith1987aKirchner et al, 1990;Komar and

Carling, 1991;Johnston et a).1998]. If 7., is a constant, then equation (1) indicates

that smaller particles are more mobile, as theyiregess shear stress to move (Note
that the term “mobility” is used herein to descrihe boundary shear stress necessary
to initiate sediment motion, and does not refeth rate of bedload transport). Most
studies have shown, however, that sediment is mgqually mobile than that predicted
by equation (1) because the differences in expoandefriction angles tend to offset
differences in particle weightPprker et al, 1982;Wiberg and Smith1987a;Parker,
1990]. Incipient motion for mixtures then can leasonably determined from a single

function of z._for the bulk mixture with the representative grdiameter in equations
(1) and (2) set toD =D,,, where D, is the median grain size. Nevertheless, finer

particles are generally considered to move at #ligbwer shear stresses than coarser
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particles [e.g.Parker, 1990;Ferguson 2003], and this difference can be more profound
in steep mountain streams [e gndrews 1983;Lenzi et al. 2006].

While experimental studies on incipient particletimn have explored a wide
range of parameter space, they often have beetetino moderate channel slopes and

consequently the empirically determined might not be applicable to steep mountain
streams or lowland rivers (Slope is defined her&astan, where S is the bed-slope
angle from horizontal). Shields himself recognizepotential slope dependency of
[Shields 1936], but it was over 30 years befdteill [1967] showed that., increases

with increasing channel slope. Ndatker retracted his results and stated that csitici
from colleagues caused him to re-examine his detéh revealed measurement bias
[Neill, 1968]. The original slope-dependent findings ofillN however, have been
reproduced subsequently for steep slopes in expetahAshida and Bayazit1973;
Aguirre-Pe 1975;Bathurst et al. 1984;0Olivero, 1984;Graf and Suszkal987;Torri
and Poesen 1988; Aguirre-Pe and Fuentesl991; Picon, 1991] and field studies
[Bartnick 1991; Mueller et al, 2005; Lenzi et al. 2006]. Detailed experiments by
Shvidchenko and Pend§000] andShvidchenko et a[2001] indicate that incipient

motion is slope dependent even on low slopggs<(0.01) and for small particles
(Re, <10%), which suggests that a slope-dependent Shielésssis applicable for
lowland rivers as well as steep mountain streams.

The reasons for an increase in critical Shieldssstwith increasing channel
slope remain largely unexplored. Consequertly is typically assumed to be

independent of slope in bedload transport modete §hvidchenko et al[2001],

Papanicolaou et al[2004], andMueller and Pitlick[2005] for notable exceptions).
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Theoretical models actually suggest an oppositedtte that observed; sediment should
become more mobile as slope increases due to¢hsased component of gravity in the
downstream direction [e.gViberg and Smith]1987a].

The reduced mobility on steep slopes has beeruatidd to increased relative

roughness of the flow (i.ek,/h whereh is the total flow depth andk, is the

roughness length-scale of the bed) [eShjelds 1936; Ashida and Bayazit1973;
Buffington and Montgomeryl997; Buffington and Montgomeryl999; Shvidchenko
and Pender 2000; Mueller et al, 2005], since for a given total bed stress, tlogvfl
depth varies inversely with bed slope for steadiyoam flow. It is true that the total
flow resistance (i.e., the depth-averaged flow ei®yonormalized by the shear velocity,

as in Manning-Strickler or Darcy-Weisbach fricticalations) is a function ok, /h for

flow over hydraulically rough bed®[kuradse 1933]. It is the local near-bed velocity,
however, that induces sediment motion [&/giberg and Smith1987b]. Both standard
formulations for the local velocity (e.g., the ltyer profile Nikuradse 1933;
Schlichting 1979]) and velocity profiles corrected for pddinduced form drag [e.g.,
Wiberg and Smith1987b;Wiberg and Smith1991;Nelson et al.1991] predict a local
near-bed flow velocity that is a function af k; (wherez is the height above the bed),
but is independent of the total flow defitAnd relative roughnedg /h.

Some have formulated models based on a criticahnfleav velocity (e.g., a
critical discharge [e.g.Schoklitsch 1962; Bathurst 1987] or a critical densimetric
Froude number [e.gAguirre-Pe et al.2003]) for incipient motion, rather tham,, and

claimed to find a better collapse of the data wélative roughness. As pointed out by

Gessler[1971] andBettes[1984], however, these models necessarily trerl keiative

166



roughness because the mean flow velocity is a ifinmobf the relative roughness
[Nikuradse 1933], and therefore are not an improvement theeShields approach.
The goal of this chapter is to present a mechanmstdel and a compilation of
data, which indicate that the critical Shields sdréor incipient motion is a function of
channel slope. First we present a comprehensiVecton of flume and field data for

coarse particles that indicates that sedimentis eobile (larger..) on steeper slopes.
Second, a simple force-balance model is formul#ted allows for predictions of.,

for single-sized sediment. Third, we hypothesizeesal effects that might explain the
variation in 7., with channel slope and incorporate them into tred-balance model
to assess quantitatively their influence on inaipimotion. The effects considered are
wall drag, drag due to morphologic structures anlibd, variable friction angles, grain
emergence, flow aeration, and slope-dependent tvargain the structure of flow
velocity and turbulent fluctuations. The resuliggest that the slope dependent critical
Shields stress is fundamentally due to the coimtidbange ink,/h with slope for a
given bed stress and roughness. Surprisinglys the eddy viscosity and turbulent
fluctuations that appear to depend most stronglkath, not form drag from particles

or morphologic structures as is often assumed., hestextend the model to sediment

mixtures and discuss implications for natural strea

5.2. Data Compilation

A large set of experimental and field data froncipient motion studies in

unidirectional flows is presented in Figure 1. Tdeta have been filtered so that only
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measurements witiRe, > 1G are shown. By neglecting studies wite, < 16 the
flow is hydraulically rough and potential falseatbns withS have been avoided since,

C

for small Re, , 7., is a function ofRe, which in turn is a function & (seeBuffington

and Montgomery1997] for discussion). Thus, the data in Figumepresent the regime
where 7., is thought to be a constant ranging from 0.03 16 OBuffington and
Montgomery 1997]. Yalin and Karahan[1979] andWilcock [1993], for example,
suggested a constant, value of 0.047 for mixed size gravel, which is alidused. It
is clear from Figure 1 that much of the data doest fall within 0.03 <., < 0.06.

Moreover, despite data scatter, there is a trenidavéasing critical Shields stress with
channel slope. A best-fit line to all data (ineast-squared sense) is shown in Figure 1
and is given by

r., = 0155 3
The data are separated according to the environmegrte they were collected:

laboratory flumes or natural streams (field). Bd#ta sets appear to have a similar
magnitude and trend af, with channel slope. There is an obvious lackatbdorS <
10° andS> 10%, the former is likely due to the bed being sandeced in natural rivers
(.e., Re, < 106).

The scatter in the data probably is due to diffeesnin friction angles, drag
from channel walls and morphologic structures om bled, sediment shapes, and size

distributions. In addition, there is variability the criteria for defining incipient motion
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Figure 1. Compilation of previously published data showthg slope dependency of
the critical Shields stressr., is used here generically, where in actuality nudshe

data are based on the total stress (r.g;,) and some of these are corrected for wall
drag (i.e.,7.,g)- The bestfit line in a least square sense vVemgiby 7., = 0155%*°
with an r-square value of 0.41. Also shown aretypecal upperr., = 006and lower
valuest., = 003assumed for a gravel bed. The data have beerefiltso that Re>

10°. Data sources includduffington and Montgomeft997], Shvidchenko and Pender
[2000], andMueller et al.[2005]. Data sources previously compiledBuwffington and
Montgomery[1997] include:Gilbert [1914], Liu [1935], USWES[1935], Ho [1939],
Meter-Peter and Muellef1948], Neill [1967], Paintal [1971], Everts[1973], Ashida
and Bayazi{1973], Fernandez Luque and van Bg&R76], Mizuyama[1977], Bathurst
et al. [1979], Day [1980], Dhamotharah et al[1980], Parker and Klingemaip1982],
Ikeda [1982], Carling [1983], Bathurst et al.[1984], Bathurst et al.[1987], Diplas
[1987], Graf and Suszkf1987],Hammond et al[1987], Wilcock[1987], Ashworth and
Ferguson[1989], Parker [1990], Komar and Carling[1991], Ashworth et al[1992],
Wilcock and McArdel[1993], Ferguson[1994] andWathen et al[1995]. In addition,
the data set includes the dataMifhous [1973] previously compiled and analyzed by
Komar[1987], Wilcock and Southar{iLl988], Komar and Carling[1991] andWilcock
[1993], as well as the data Bflammond et al[1984] previously compiled bitomar
[1987].
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[Buffington and Montgomery1997]. This notwithstanding, the trend of insieg .,

with Sis significant despite the fact that the data hasebeen corrected to account for
these effects. The remainder of the chapter istéevto explaining the overall trend in

the data by balancing forces about a patrticle

5.3. Force Balance Model

In stream flow, the buoyancy for€g, lift force F_, and drag forceF, act to
mobilize particles, while the force due to graviy holds particles in place (Figure 2)

[e.g., Wiberg and Smith1987a]. Initial particle motion occurs when thderces are

balanced (in the coordinate system parallel tcstream bed), i.e.,
Fo + (FG - FB)sinﬂ = [(FG - FB)COS,B_ FL]tan% 4)

where ¢, is the friction angle between grains afidis the bed-slope angl&S(E tangs).
In this model, we neglect the possibility that des might move due to undermining.
In equation (4),F; is taken to be in the vertical direction, ratheairt perpendicular to

the water surface as is sometimes assumwézliyama 1977;Christensen1995], based
on the discussion o€hiew and Parkef1995]. We define the forces acting on a

particle as follows:

Fo =5 Copu)A, ©
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FL ZECL:O<U2>A<S (6)
I:B = mvps (7)
Fs = 0.9V, (8)

whereC, andC, are the drag and lift coefficients, respectively, is the total volume

of the particle. In this derivation, we allow ftire fact that a portion of the particle

might be emergent from the flow at incipient motiofihus, A is the cross-sectional
area of the particle that is perpendicular to argdosed to the flow. A does not
include any portion of the particle that is emetgieom the flow or within the zero-

velocity region near the bed&ifchner et al, 1990]. Likewise,V is the submerged

volume of the particle and equa¥§ only if the particle is fully submerged<u2> is

local velocity squared and spatially averaged oggr. Equations (5) — (8) can be

combined and rearranged in terms of a critical I8kistress as,

2

2 - \% \%
oy = u _ 2 u cosf tang, —tang p 1 Ps Vo )
gD G, (u?) 1+(F /Fy)tang | ADr{ oV,

171



Figure 2. Force balance on a grain (modified fréfiberg and Smith1987a]). F,
F., F, and F; are the forces due to buoyancy, lift, drag andigrarespectively. g
is the friction angle angs is the bed-slope angle.
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Equation (9) is identical to the formula derived\Wiberg and Smitfil987a] except for
the term in the brackets, which accounts for geairergence and is equal to a constant
(i.e., a grain-shape factor) for a fully submergeadicle.

Equation (9) has been written in terms of theiporof shear stress that acts on
the sediment graing,. In practice, the Shields stress more often isuéated from
laboratory or field measurements of the total shgvstress at the bed., which is a
sum of the stress spent on the channel wajlsbed morphologyr,,, and the particles

of interest on the bed, [e.g., Einstein and Barbarossal952;Vanoni and Brooks,

1957;Smith and McLearnl977], i.e.

I =T, +T,+T,,. (10)

Note that we use the termorphologic drag(i.e., 7,,) to describe the portion of the

total stress spent on collections of particles atiter bed morphologic structures that
are larger than the individual grain scaMorphologic dragis used instead of the more
common ternform dragbecause each individual component of stress iateaqu(10)
(ie., 7y, 1, andr,) can result from a combination of viscous skirtfan stresses and
form-drag stresses [e.dMcLean and Nikora2006], although form drag dominates for
high roughness Reynolds numbers. For steady aifiormnflow conditions, the total

stress at the bed can be calculated from

7. = pghsing. (11)
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In practice, the low-slope approximation shS =tanf =S is often employed. By
combining equations (1) and (9)-(11), we formulateersion of the critical Shields

stressr.., that incorporates both the total stress and tweslope approximation as

Lo 2w (o Y angwng [V 1(e V)| o,
T Gy (w1 -1, -1, NI+ (FL/Ry)tang, | ADT| oV,

As can be seen by inspection of equation (12),téhe tans will causer., to

decrease with increasing channel slope, which isitaw to the observations (Figure 1).
This indicates that, for a given particle si2e at least one of the other variables in
equation (12) must depend on channel slope or depthh in such a way that produces

increasingr., with increasing channel slope. Below, severahefterms in equation

(12) are considered.

5.4. Potential Slope Dependent Effects

In this section wall drag, drag from morphologitustures on the bed, variable
friction angles, grain emergence, air entrainmeatiable drag and lift coefficients, the
local vertical-velocity profile, and the structuoé turbulent velocity fluctuations are
considered as potential causes for the slope depegdf 7., . In Section 5.5, these
effects are quantified and incorporated into thedobalance (equation 12) to assess

their importance on incipient motion.
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5.4.1. Wall Drag

Wall drag (r,,) is the portion of the driving stress that is gpem the channel

banks. In rectangular channels where the charetebhd walls are equally rough, the

wall drag can be calculated from, = (2h/w)r, [Vanoni and Brooks1957]. Thus,

wall drag becomes important for channels with smadith-to-depth ratios. For this

case, a critical Shields number that incorporatedl wrag 7., can be written by

substitutingr,, = (2h/w)r, and equation (10) into equation (12) and rearremgis

. _RS_2 u? I, tang, —tang Vo 1f pg Vs (13)
D G (W1 —T, NI+ (FL/Ry)tang, ) ADT| oV,

where the hydraulic radius B = wh/(w+ 2h). Note that this formulation for the wall
drag should not be used when the wall roughnesalstantially different than that on

the bed. For example, in flume experiments wittostin walls, 7, will be much

smaller Pohnson 1942;Houjou et al, 1990].

Neglecting wall corrections could result in a @egependent critical Shields
stress if the width-to-depth ratios of flows atipient motion decrease or the roughness
of the channel walls relative to the bed increasth whannel slope. The former is
likely true in natural channels where the bank-fwltth-to-depth ratio tends to be
inversely related to channel slope [eRprker et al, in press]. This notwithstanding, a
partial or full wall correction (seBuffington and Montgomerjl997] for discussion)
has been applied to the much of the data presamtéidure 1 (e.g.Gilbert [1914], Liu

[1935], USWES1935], Meter-Peter and Muellef1948], Neill [1967], Paintal [1971],
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Everts [1973], Ashida and Bayazif1973], Fernandez Luque and van BeflO76],
Ikeda [1982], Mizuyama [1977], Bathurst et al.[1987], Graf and Suszkd1987],
Wilcock [1987], Ashworth and Fergusoi1989], Ashworth et al.[1992], Wilcock
[1993], Wilcock and McArdel[1993], Shvidchenko and Pend§2000]). Moreover,
many of these individual studies show a slope-dégencritical Shields stress (e.g.,
Ashida and Bayazjtl973], Mizuyama[1977], Bathurst et al[1987], Graf and Suszka
[1987], Shvidchenko and Pend§2000]). Therefore, other factors besides wadgdr

must be responsible for the slope-dependent drifibeelds stress.

5.4.2. Bed Morphology and Friction Angles

Changes to the bed morphology with channel slopghtraffect the incipient
motion criteria given by equation (12) through w#ons in the stress borne on

morphologic structuresr(, ), friction angles {), or both. It is common to assume that

the trend of increasing critical Shields stresshvallope is due to an increase in drag

caused by morphologic structures on the bed) (Buffington and Montgomeyy997;

Mueller et al, 2005;Lenzi et al. 2006;Parker et al, in press]. The stress spent on
morphologic structures usually is dominated by fodnag due to flow separation,
wakes, and secondary currents caused by partiaktecs Brayshaw et aj. 1983;
Hassan and Rejdl990], stone cells(hurch et al. 1998;Hassan and Churgh2000],
bars Parker and Petersqnl980; Millar, 1999], woody debrisHraudrick and Grant
2000;Manga and Kirchner2000], immobile or protruding particleg/jberg and Smith
1991; Nelson et al. 1991; Millar, 1999; Yager et al. 2007] or step-poolsBlathurst
1985;Aberle and Smar2003;Wilcox et al, 2006].
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The magnitude of form drag due to flow separationturbulent flow is
proportional to the size and concentration of ineghness elements, and the square of
the local flow velocity about the elements [eBatchelor 1967; Smith and McLean
1979]. Thus, the hypothesized increase in mormoldrag on steeper slopes could be
due to changes in the bed morphology that increasghness. For example, if the size
or concentration of morphologic structures on thanmel bed increase with increasing
channel slope, then this could cause greater mtwgicodrag (,,) and largerr., on
steeper slopes (equation 12). These effects adeultedly important in natural
streams Willar, 1999; Buffington et al. 2004], but are not important in flume
experiments where the same sediment of near-unifsiz@ was used on different
slopes, and the sediment beds were leveled beforeexperiment.

In addition to morphologic drag, systematic changeshe friction angleg,
with increasing channel slope also might be respts$or the trend inr., with slope.

Variations in friction angles can occur in natustleams because of differences in
shapes, orientations, and sorting of the suppliedinsent Kirchner et al, 1990;
Buffington et al. 1992; Johnston et al.1998; Armanini and Gregoretti2005]. The
morphologic structures described above could caaigger ¢, if grains form more
stable patterndHrayshaw et aJ.1983;Hassan and Churg2000;Church and Hassgn
2002]. In addition, bimodal size distributionsgie.sand and gravel) can have a
smoothing effect by reducing friction angles anchsemuentlyr. . [Wilcock 1998;
Wilcock and Crowge2003], and sand might be more prevalent in losleping rivers.

Nonetheless, like morphologic drag, a systematareiase in friction angles with
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channel slope is an unlikely result for flume expents where the sediment mixture
was held constant at different channel slopes.

Since variations in morphologic structures andifsic angles with channel slope
are deemed unimportant in flume experiments, a eoisgn between flume and field
data allows for the assessment of these effeatatural streams. Surprisingly, there is

no distinct difference in either the magnitude of or the trend with channel slope

between field and flume data (Figure 1). It is gdbke that there is some effect of
increasing morphologic drag or friction angles $r 0.02 as much of the field data
plot above the regression line for these slopéese field data, however, are also more
scattered than the flume data, which could be durdre variable morphologic drag in
the field (or other effects discussed above). Nuzless, like the flume data, it seems
reasonable to conclude that morphologic drag amibbla friction angles are not

primarily responsible for the observed slope depeny in the field.

5.4.3. Grain Emergence

One obvious effect that would cause reduced mghaith increasing slope is
grain emergencedraf, 1979]. As a particle emerges from the flow, bibidn area of the

particle that is exposed to the flok, and the buoyancy force on the particle are

reduced, which results in reduced mobility withrewsing slope. This can be seen in

Vo 11 p; Vs || - : : , :
the term P_—| = —-_2 |l in equation (12), which becomes large with pagticl

ADri o Vv,
emergence. This, however, cannot fully explain abserved trend because a slope-

dependent Shields criterion has been documente8 f01.0° when grains were well
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submerged (Figure 1phvidchenko and Pend&t000]. At incipient motion, particles

typically are not emergent from the flow f8x ~10" [Ashida and Bayazit.973].

5.4.4. Air Entrainment

To our knowledgeWittler and Abf1995] were the first to suggest that aeration
would result in reduced mobility with increasingacimel slope due to a reduction in the
density of the water-air mixture. Aeration alsm adfect the mean flow velocity and
the corresponding bulk friction factoSfraub et al. 1954; Straub and Lamb1956;
Chanson 2004]. The mean flow velocity increases withr@ased aeration because of
reduced drag, so it is probable that these twatsffeffset one another when assessing
the drag force on a particle. Due to the lack atiag only reduced fluid density with
aeration is considered here.

From continuity, the density of the air-water mbdyo can be written as

p=p,L-c,) (14)

where p,, is the density of wateg, is the volumetric concentration of air, and the snas

of air is assumed negligible. The equilibrium cemication of air in open-channel flow
has been shown to be a strong function of chanoples Chanson[1994] fit the

relationship

c, = 09sing (15)
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to experimental dateSfraub and Andersori958;Aivazyan 1987] and suggested that
the relationship is independent of flow dischargelocity, and channel roughness.
Nonetheless, equation (15) probably underestimtitesair concentration in natural
streams because it does not take into account tatgghness elements that can enhance
mixing. For example, air concentrations of 0.0té have been measured in the wake
of a hydraulic jump in a natural stream with a teaveraged bed slope of about 0.04
[Valle and PasternagkR006]. Equation (15) only predicts an air conaion of 0.036

for the same slope.

Stream aeration appears to be a plausible mechdarsan increase im., with
increasing channel slope. Equations (14) and i(idgate that the fluid density would
decrease with increasing channel slope due toiaeratA reduction in fluid density
decreases the drag on the particles and the bupyaroe, which both increase particle
stability (equation 12). As will be shown in Secti5.5, however, aeration cannot fully
explain the observed slope dependence of the arit®@hields criterion because

significant aeration only occurs for steep slopes.

5.4.5. Drag and Lift Coefficients

The drag coefficienC, is typically thought to be independent of charsiepe,
with a constant value of about 0.4 to 0.5 for lapgeticle Reynolds numbers based on
the settling velocity of sphereS¢hlichting 1979]. Direct measurements using a force
transducer suggest that this is an underestimateéra C, [J 0.9 [Nelson et al.2001,
Schmeeckle et al2007]. Very few studies have measui@g under shallow flows or

on steep slopes. One notable exception is they sitiflammer et al[1970], which
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showed that drag can increase by an order of madgior shallow flows due to back-
water effects and an associated pressure diffateatross a particle referred to as
wave-drag Later experiments have confirmed this trebdwrence 2000;Carling et
al., 2002]. Unfortunately, these relationships af@adilt to incorporate into a force
balance becaus€, was measured as a function of the depth-averagledity rather
than the local velocity around the grain. Becatise depth-averaged velocity is a

function of the relative roughness/h and the local velocity about the grains is net (a

discussed in Section 5.1), these measurements Ifafgaly indicate increasing,

with increasing relative roughness. Caution alsoukh be used when applying these
results to natural settings because the measursnvegie often made on isolated
particles in an otherwise flat flume bed. Par8clevhen isolated, provide a more
significant obstacle to the flow than for a paclssdiiment bed, and therefore might
produce a larger pressure differential. If the ewdvag hypothesis is correct,
incorporating the additional pressure differentiaduld produce deceasing, with

increasing slope, which is opposite of the obsenvedd (Figure 1). Therefore, this

cannot be the mechanism for increasing with channel slope.
Several studies have pointed to the fact Batmight have a particle Reynolds
number dependence even for largg Rbere 7., is thought to be Reynolds-number

independent. For isolated spheres with RelC, C, is known to decrease from 0.5 to
about 0.2, which is deemed theag crisis[Schlichting 1979;Shen and WandL985].

Shvidchenko and Pend¢2000] showed that., decreased with increasing RRégor

constantS) even for 18 < Reg < 1G. Figure 3 shows the incipient motion data
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stratified according to Re There might be a slight trend of increasing with

increasing Rg but this is due to the dependence of, Re S and should not be

considered important. Looking at the variationzip along lines of equal slope, there

does not appear to be a significant Reynolds numideendence. There are no data for
Re, > 10, such that the effect of the drag crises cannaldgbermined.

Little work has been done on measuring the liftficoent, especially in steep
streams with low particle submergence. Recenttimeasurements indicate that lift
does not scale with the velocity difference acrasgrain Nelson et al. 2001,
Schmeeckle et al2007], which is inconsistent with expectationsflofv according to
the Bernoulli principle. It seems possible thétfiorces might become less important
when grains emerge from the flow, although presfiuctuations within a porous bed
can still cause lift on emergent particl&njart 2005;Vollmer and Kleinhans2007].
The lack of data and theory make it difficult tacamporate lift into a force balance at

presentNelson et al.2001;Schmeeckle and Nelsd2003;Schmeeckle et ak007].

5.4.6. Structure of Average Flow Velocity
The remaining process that could be responsibleghferdecrease in mobility

with increasing slope is the structure of the Idtal velocity, i.e. u/u. in equation

(12). The double-averaged component of the flooory u (i.e., averaged in time

and space [e.g.McLean and Nikora 2006]) is considered here and turbulent

fluctuations are discussed in Section 5.4.7. Thw ﬂelocitya is typically described as

varying logarithmically near the be8¢hlichting 1979],
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Figure 3. Incipient motion data from Figure 1 stratifieccaading to particle Reynolds
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where z is the height above the bed; is von Karman’s constant of 0.41, and

z, =k /30 for hydraulically rough flow IlNikuradse 1933]. There is no total depth) (

dependency in equation (16), hence the local vglagipredicted to be independent of

relative roughnesk,/h and channel slope for a given shear stress (&igiir For
example, given a constant roughness helghénd total shear stress, an increase in the

flow depth is predicted to have no effect on thimeigy at any location above the bed.
This is the basis for the conclusion by many [eY@lin, 1977] that incipient motion
does not depend on the relative roughness.

Equation (16), however, is a poor predictor of tleocity around particles.
Within the so-calledoughness layerthe flow around sediment particles is stronglp 3-
and influenced by wakes shed by graiN®\vell and Church1979;Schmeeckle and
Nelson 2003]. A unified theory does not yet exist f@lacity profiles in the roughness
layer, but observations in mountain streams hawsvshthat the velocity profile can
deviate strongly from logarithmic [e.dByrd and Furbish2000;Wohl and Thompson
2000].

Some authors have suggested that, for the samsheed stress, an increase in
relative roughness causes a decrease in flow ¥elaspund bed particles [e.dAshida
and Bayazit1973;Bayazit 1978;Graf, 1991;Shvidchenko and Pend&x000;Vollmer

and Kleinhans 2007]. This hypothesis is partially supported thg experiments of
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Chiew and Parker[1994]. They measured the conditions of incipiembtion on
variable slopes in a sealed duct and were thus tablary slope while holding the
relative roughness constant. Contrary to the apwmnel experiments in Figure 1,

Chiew and Parkef1994] showed that., decreasedvith increasing channel slope due

to the increased gravitational component in the riktveam direction. These

experiments, therefore, indicate that the obsemegkase inr., with increasing slope

in open-channel flow is fundamentally due to thencalent increase in relative
roughness (for the same boundary shear stress anidle size), although lack of
aeration also might have been a factor.

There are several 1-D models for flow velocity withroughness elements,
drawing largely on atmospheric boundary layer &side.g.,Raupach et al.1991] or
flow through vegetation [e.glLightbody and Nepf2006]. Katul et al.[2002] suggested
a hyperbolic tangent function, but their relatiapsis only valid forh > D because the
inflection point az = D must be specifiedNikora et al.[2001; 2004] andMcLean and
Nikora [2006] have suggested constant, linear, and expiaheelocity profiles within
the roughness layer, based on different scalingraegts utilizing the double-averaged
equations of motion. All of these models, howevaedict a local velocity that is
independent of relative roughness, which is conttaravailable dataBayazit 1975;
Tsujimotqg 1991]. Thus, applying these models to incipieartticle motion would not
result in the observed slope-dependent criticaél8histress.

Relative roughness might affect velocity profiles1) reducing the stress borne
by the fluid due to particle-induced form drag 9§ changing the deformability of the

fluid (i.e., its eddy viscosity) for a given bedests. For example, the modelsvdiberg
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and Smith[1987b; 1991] andNelson et al.[1991] considered both of these effects.
These models showed that particle-induced form doas affect local velocity profiles,

and for a given total stress, form drag is a furcof the bed roughness-length schkle

as well as the concentration of roughness elememsnetheless, the models also

suggest that for a givek,, particle-induced form drag is not a function loif depth,

relative roughness or channel slope. We emphdwmre thatflow resistancels not

equivalent toparticle form drag Flow resistance is a non-dimensional quantigt th
relates the depth-averaged flow velocity to theasheelocity, as in the Manning-
Strickler and Darcy-Weisbach flow-resistance relagi and it necessarily is a function

of (k,/h) because the flow velocity is integrated over thialtdepth. Particle form

drag, on the other hand, is a force due to pressifiierentials about particles from
wakes, and it scales with the local velocity arotimel particles Batchelor 1967], not
the depth-averaged velocity. For simplicity, atduse particle form drag appears to

be independent of slope akd/h (for the same total shear stress), a particlerdrag

correction for the local flow velocity [e.gWiberg and Smith1991] is not attempted
here.

The second way that relative roughness might atfeetlocal flow velocity is
through changes in fluid deformation (i.e., eddgceisity) induced by mixing from
wakes shed by particles. To explore this effed,farmulate a simple and plausible
expression for the flow velocity within the rouglsseayer based on a mixing-length
that is a function of bed roughness. The vertitaicsure of flow velocity in steady and
uniform open-channel flow can be derived from andyedviscosity approach
[Schlichting 1979] as
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r(2) = puf[l—%j = pLZ(%j = o, Lﬂ (17)

where L is the mixing length. This statement for the dlushear stress uses the

Boussinesq hypothesis thatz) = ps dﬁ/ dz and assumes that the eddy viscosi}ycén

be approximated from the product of local turbuleatocity and length scales (i.e.,

u.L). The parameterization of the total stressréz) = ,ouf(l—ﬁ} is valid for an

impermeable bed, but is an approximation near anssd bed McLean and Nikora

2006].

Typically, the mixing length is set to

L=K{i—§j, (18)

which, when combined with equation (17), yields wl-known logarithmic velocity
profile given by equation (16). Inspection of egmas (17) and (18) reveals that the
depth dependencies (i.e., the te(tiﬁ z/h)) cancel when these equations are combined
resulting in a self-similar velocity profile (equat 16) that is independent of relative
roughness (Figure 4).

In the near-bed region, mixing instead should beidated by wakes shed by
the particles fopez and Garcial996;Nikora et al, 2001;Defina and Bixio 2005].

Within the roughness layer it is appropriate tarethe mixing length as
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L=ak,, (19)

where a, is a constant of proportionality that is likelysgethan unity $chlichting
1979; Wiberg and Smith 1987b; Nelson et al. 1991; Wiberg and Smith1991].

Combining equation (17) and (19) and integratingsults in a quadratic velocity

profile,

u_ zf [zk (20)
u  ak 2k, h

where the no-slip boundary condition(z=0)=0 has been applied. Note that
applying a no slip condition at, rather thanz = 0 does not yield a significant

difference in our model predictions. The coefitiavas found to bex, = 0.12 by
matching equations (16) and (20kat ks and assuming deep flow $> k). This value
is similar to those proposed previously for equatip9) (e.g., 0.18Schlichting[1979]
andNelson et al[1991]; 0.41:Wiberg and Smitfil991]).

Equation (20) should hold only in the roughnes®tagnd above this region a
more appropriate velocity profile would be loganiic. In addition, equation (20)
might be invalid foh < ks, because the dominant mixing length is likely derahanks
if particles are emergent from the flow. To ouowhedge, no studies have measured

the mixing length or the velocity profile in emenggravel. For simplicity, we assume
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that equation (20) is valid within the roughnesgelaiz < k) for all values of relative
roughnessK,/h).

By using a constant mixing length (i.e., one thaéesinot vary linearly with

(1-z/h)), the local velocity about the grains (equatiol) B0now predicted to depend
on relative roughnesg /h. For deep flow (small relative roughness), thedratic

profile is near linear within the roughness layed anatches the logarithmic profile ;at
= ks (Figure 4) This linear profile is consistent withe measurements Biittrich and

Koll [1997] andNikora et al.[2001], the later of which are shown for the ckséh =

0.156 (Figure 4). The data do not support therittwaic profile. For shallow flow, the
guadratic profile predicts slower flow velocity th#éhe logarithmic profile, especially
near the top of the roughness layer. The logardhprofile, on the other hand, is self-
similar for all values of relative roughness, sublat they plot on the same curve
(Figure 4). Unfortunately, owing to the difficulbf measurements within the roughness
layer, we know of no other data to test the modehe model is consistent, however,
with the measurements Bhyazit[1975] that showed that flow velocity near the tdp
the roughness elements systematically decreaskesnereasing relative roughness.
Note that the change in local velocity as a fumctmf relative roughness
predicted by equation (20) will necessarily prodaahange in particle form drag, since
form drag depends on the local velocity [eWipberg and Smith1991]. Nonetheless,
this is an indirect effect and the dependency cédlldlow velocity on relative roughness
appears to be due to changes in the eddy visdosity given bed stress, and not due to

a reduction in stress due to increased form drag.
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Figure 4. Velocity predictions for a logarithmic profile (egfion 16) and the quadratic
profile (equation 20) for different cases of relatroughnes®s / h. The height above
the bedz is non-dimensionalized by the bed-roughness lescpiteks. The stream-wise

velocity u is non-dimensionalized by the shear veloadity The black squares are
experimental measurements, which we have digitfe@ah Figure 4b ofNikora et al.
[2001]. In their original figure many data poirdgerlap wherez/k, > 0.5, such that

we have under sampled their data in this regioatekhat the log profile is independent
of ks / h.
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5.4.7. Turbulent Fluctuations

Many studies have shown that the local averagecilylﬁ is not the only
relevant velocity scale in determining sediment Hmyb and, in addition, the
fluctuations due to turbulence should be consid¢eagl, Grass 1970;Jackson 1976;
Bayazit 1978;Best 1992;Chang 1998;Sechet and Le Guennel999;Papanicolaou
et al, 2002;Schmeeckle and Nelsa2003;Zanke 2003;Wu and Yang2004;Hofland
et al, 2005;Cheng 2006;Vollmer and Kleinhans2007], particularly in steep streams
where the velocity profile is not logarithmiEyrbish, 1993;Furbish, 1998;Furbish et
al., 1998;Byrd and Furbish2000]. Of importance for bedload transport anemvard
interactions generated from wakes shed by roughelkessents llelson et al. 1995;
Papanicolaou et aJ.2001] and downward-directed inrushes of high muoma fluid
that contribute to the Reynolds stress (i.e., seefutherland 1967;Nakagawa et a.
1980; Drake et al, 1988;Best 1992]. The frequency of sweep events scale thigh
depth-averaged flow velocity and flow depfRap et al. 1971;Nezu and Nakagawa
1993; Shvidchenko and Pende2001; Marquis and Roy2006] (i.e., outer scaling),
rather than the inner parameters of kinematic @$g@and shear velocity. In addition
to turbulent fluctuations within the flow, pressuhectuations within the pore fluid of
the bed are important in inducing sediment moti@mart 2005; Vollimer and
Kleinhans 2007].

The intensity of turbulent fluctuations (i.ez,, /u. where g, is the root-mean

square of stream-wise velocity) varies with heighbtve the bed and has a peak value
near the bed in hydraulically smooth flow, or ntwee top of the roughness elements in
hydraulically rough flow Raupach et al.1991;Nikora and Goring 2000]. This peak
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value (i.e.,o0, . /uU.) has been called a “universal constariffefu and Nakagawa

1993] and typical values range from 2.2 to 2.8.sMgiudies, however, have focused on
small relative roughness, i.eh,>> ks [Kironoto and Graf 1994; Song et al. 1994;
Wang and Dongl1996; Nikora and Goring 2000; Tachie et al. 2000; Tachie et al.
2004; Wu and Yang2004] or hydraulically smooth beds [eNezu and Rodil1986].

We are aware of only four studies that have medsurg, ., /u. for a wide range of

relative roughnes$Bjayazit 1975;Wang et al. 1993;Dittrich and Koll, 1997;Carollo

et al, 2005]. These studies show thaf, ., /u. is not a universal constant, but instead

increases as depth increases relative to the resgHength scale of the bed.

Figure 5 shows a compilation af, . /u. for a wide range of relative

u,max
roughness. Most of the data are from studieswiea¢ not designed for the purpose of
assessing the effect of relative roughness on kembe intensity. Instead, most workers

showed vertical profilegr, /u. for a limited range of relative roughness. Waeittigd
these vertical profiles and extracted the peak -bedr value of g, /u. for each
experiment. The resultant data clearly show that peak value in the turbulence
intensity increases with decreasing relative roegsi /h. Figure 5 does not include
data from the numerous studies that have measmred /u. for hydraulically smooth

flow. Most data for smooth beds, however, rangenfabout 2.2 to 2.8 (as indicated by
dashed lines on Figure 5) [e.Blezu and Ro¢i1986]. Almost all of the compiled data

for flow over rough beds indicate smaller, . /u. than is typical for smooth-bed

,max

flows.
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The solid line is the model fit to the data with = 0.2 (equation 23).
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The trend of increasingo, .. /u. with decreasingk ,/h in Figure 5 is

significant despite the fact that the data coverde range of roughness types including
boulders and gravel in natural streanMikpra and Goring 2000; Legleiter et al.
2007], and gravel, spheres, wire mesh, and squacksin laboratory flumes. The
differences in roughness type, as well as diffegsninn the spatial concentration of
roughness elements on the bed, are probably the raasons for scatter in the data.
For example, the experiments Mbwell and ChurcH1979] were designed to assess
variable concentrations of roughness elements thiéhsame roughness length-scale
(Lego blocks). We made no attempt to account foe tffect of roughness
concentration, therefore the dataNwell and Churcj1979] plot as a vertical line on

Figure 5, with increasingo, .. /u. corresponding to lower areal roughness

u,max

concentration. Their two experiments that haveldhgest values o&r, .. /u. (and are

u,max

the most significant outliers on Figure 5) had fogss concentrations of only ~ 0.01

and 0.02. It is likely that the parametky/h significantly overestimates the actual

roughness in these experiments due to the extretoelyroughness concentrations
used. If a roughness concentration correction weade, these points would be shifted

to the left on Figure 5 (i.e., small&g/h) and would be more in line with the rest of the

data.

To our knowledge, a unified model for the turbukematensity as a function of
relative roughness has yet to be proposed. Wethgpize that the reduction in
turbulence intensity with increasing relative rongks is due to reduced macro-scale
turbulent motions. For the same total shear sta==per flows are faster near the free

surface, and therefore velocity fluctuations candrger because the differential flow
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velocity across the total depth is greater. Basethe evidence for scaling of turbulent
sweeps to the outer-flow variables (discussed ghaveeems plausible that turbulence
intensity also should scale with the depth-averded velocity U, which in turn is a

function of relative roughness. We therefore pseptihat

=a,— (21)

where a, is a constant of proportionality between the depteraged velocity and the
peak near-bed turbulence intensity.

Many formulas have been proposed for the depthageer flow velocity of
gravel-bed rivers and steep streams. One of th& midely used is that dathurst

[1985],

Y. 5.62Iog(£j +4. (22)
u, k

S

Combining equation (21) and (22) results in a sempirical model for the peak

turbulence intensity

S

O-U max h
— = az{ 5.62Iog(—j + 4} : (23)
u. k
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where, based on a best fit with data in Figurexb,= 0.2. Thus, the peak turbulent

fluctuations are typically 20% of the depth-avehgeelocity, and decrease with

increasing relative roughness.

5.4.8. Summary of Slope-Dependent Effects

In summary, there are several potential mechanfemthe observed reduction
in sediment mobility with increasing slope and tiglaroughness. These are variations
in drag from channel walls and morphologic struesuon the bed, friction angles,
particle emergence, air entrainment, lift and dcagfficients, and the structure of the
local velocity and turbulent fluctuations. Dragrir channel walls and morphologic
structures, as well as friction angles, might veuth channel slope in some natural
streams due to changes in channel and bed morphdiagthe dependency on slope is
most likely negligible in flume experiments. Sinckoth laboratory and field

measurements show approximately the same trerd, iwith S these factors alone

cannot explain the data. Grain emergence andiaerate potentially important, but
cannot explain the data for relatively low slopeslift and drag coefficients,
unfortunately, are poorly known. The data thasesuggest that the drag coefficient
increases with increasing slope due to backwatiectsf and an associated pressure
differential, which would increase the mobility pérticles on steeper slopes. This
suggests, through a process of elimination, tredbal flow velocity about the grains
must decrease with increasing slope. Indeed, enpatal studies have shown that, for
the same bed shear stress, both the average kloalty and the magnitude of near-bed
turbulent velocity fluctuations tend to decreas¢hwncreasing slope. These effects
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appear to be due to variations in the verticalcstme of mixing (i.e., the eddy viscosity)

and large-scale turbulent motions as a result ahghs in relative roughness.

5.5. Model Evaluation and Results

In order to explore the potential slope-dependéfiects quantitatively,r. . is
calculated as a function of bed slope following an (12). Equation (12) is solved
using a simple iterative numerical scheme sincedbgpple appears on both sides of the
equation. For a given total shear stress and ehatbope, flow depth is solved from
equation (11). The ratio of the lift force to tdeag force is set td= /F, = 0.85
[Chepil 1958;Wiberg and Smithl987a]. Since much of the data in Figure 1 Hsaen

corrected for wall drag, we sef,= 0 in equation (12), which makes equations (12) an
(13) equivalent (i.e.7..; = T.+r)- The component of the total stress spent on filcag
morphologic structuresr(,) initially is set to zero for simplicity, since i unlikely to

contribute to a slope dependence as discussedciio®®.4.2. The sensitivity of the
model to morphologic drag is discussed in Secti@n The submerged specific density
of sediment is set to= 1.65 for siliceous material. The friction angganitially set to

60° for the case ob [ ks [Wiberg and Smith1987a]. The sensitivity to different
friction angles and a heterogeneous grain-sizeilolision are considered in Section 5.6.
Only coarse sediment is considered, so that viseffests are neglected ar@}, = 0.9
[Nelson et al.2001;Schmeeckle et al2007]. Spherical particles are assumed, and the

cross-sectional area of the particle that is expdsethe flowA , and the submerged

volume of the particle/,; are given in Appendix 1. First we discuss theebas log-
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profile model and then systematically include pmdetiemergence, flow aeration, the

guadratic velocity profile, and turbulent fluctuats.

5.5.1. Baseline Log-Profile Model

Initially, equation (12) is solved by neglecting @i the slope-dependent effects
discussed above and therefore is similar to theetnpesented byiberg and Smith
[1987a]. The logarithmic velocity profile (equatid6) was squared and integrated
from z,<z<D and combined with equation (12). As shown in Fegd, the log-

profile model predicts a relatively constant vabfer. . for low channel slopes that

decreases rapidly at high channel slopes. Thigdtie expected from inspection of

equation (12) — as the channel slope approachefittien angle,r.., tends to zero.

This model does not match the data well.

5.5.2. Particle Emergence

Including particle emergence produces the exacegaemd as the baseline log-
profile model, except for channel slopes greatanthbout 0.05 where. . abruptly
increases as particles emerge from the flow (Fig)reAgain, at very high slopes. ;

is forced to zero where the channel slope equaldrittion angle. The dashed line in

Figure 6 separates the regions of particle submegg® < h) and emergenc®(> h).
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Figure 6. Model predictions and data for critical Shieltiess as a function of channel
slope. The effects considered include: 1) logarithvelocity profile, 2) particle
emergence, 3) flow aeration, 4) quadratic velopityfile, and 5) turbulent fluctuations.
These are included cumulatively, such that thektlsiglid line represents all of the
effects. The dashed diagonal line separates d¢tasfof particle submergence & h)
from emergencelf > h). The model predicts..; = 0 where the bed-slope angle equals

the friction angle, indicated by the vertical dathiee. Note that the predictions 6
0.57 should not be deemed reliable, as these slogles (> 30 degrees) are larger than
the typical angle of repose of loose sediment.al3abwn are the same as Figure 1.
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5.5.3. Flow Aeration

The effective density of the water-air mixture waculated using equations
(14) and (15). As mentioned above, equation (hBukl provide a minimum estimate
of aeration. Flow aeration has little affect ftraanel slopes less than 0.01 (Figure 6).
In the region of 0.01 §< 0.05 flow aeration tends to offset the gravitaéil effects in

the baseline log-profile model, resulting in a mooastant value of. ;. For channel
slopes greater than 0.05, aeration causes a yligtehterr, ;. , but the model prediction

is dominated by the effect of emergence at thege Islopes.

5.5.4. Quadratic Velocity Profile

The effects of wake mixing on the eddy viscositynisoduced in the model by
using the quadratic velocity profile (equation 2@ther than the log profile (equation
16). By including the quadratic velocity profilearticles on all slopes are predicted to
be less mobile and hence the Shields curve iseshifpwards. This is because the
guadratic profile predicts lower velocities thare tlog profile at all channel slopes
(Figure 4). Importantly, including the quadratiofile results in an increasing critical
Shields stress with slope in the region of parteiémergence. This also results in a

smoother transition from fully submerged to palyi@merged grains.

5.5.5. Turbulent fluctuations

Sediment is most likely to be entrained when twhulfluctuations act to

increase the local velocity around the grains alibeeaverage velocity. These down-
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stream directed turbulent fluctuations, therefare, included in the model by equating

the local velocityu(z) in equation (12) to an effective entrainment vilgovhich is
the sum of the local average velocityz) and the magnitude of turbulent excursions

(.e.,u()=u@)+o

u,max

). For simplicity, g, ..., IS assumed to be uniform about

Ju ,max ,max

the exposed cross-sectional area of the partf¢leand is given by equation (23) with
a, =0.2.

The model indicates that turbulent fluctuationdeetf incipient motion
significantly. First, fluctuations increase the gliand lift forces on the patrticle, so that

mobility is increased (i.e.r.., is decreased) for all channel slopes (FigureSjcond,

the magnitude of the fluctuations are much larger lbwer slopes (deeper flows),

which results in a significant increasein, with increasing channel slope. The result

is a model that reproduces the trend and the madgif the data well.

5.5.6. Summary of Model Results

The baseline log-profile model does not predictahmpirical trend of increasing

I.. With channel slope; in fact, it predicts an oppeditend. In light of this, the

additional components considered here are a caasiideimprovement. Aeration has
the least affect on the trend of the data. Parechergence is significant, but only for
slopes greater than 0.05. The most important tsfiansidered are changes to the local
velocity profile due to an eddy viscosity that ingorates wake mixing and changes to
the intensity of velocity fluctuations due to theative roughness dependency of macro-
scale turbulence.
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5.6. Mixed Patrticle Sizes

Thus far uniform-size sediment (Dr=ks) has been assumed. A more complete
model must include heterogeneous particle sizesxedMparticle sizes can lead to
important dynamics in gravel and boulder-beddedastis, such as particle clustering
and size-selective transpoRdola et al, 1992;Wilcock and McArde]l1993;Church
and Hassan2002;Yager et al. 2007]. Assessing these processes in a rigoraysisv
beyond the scope of this chapter. Here we takesimmplistic approach of treating
multiple grain sizes through the friction angle ntetin equation (12), which is
dominantly a function of the particle size of imstD relative to the roughness length
scale of the bedts [Kirchner et al, 1990;Johnston et al.1998]. Wiberg and Smith

[1987a] proposed the geometric relation

— -1

%—cos[

D/ks+zk} (24)

D/k,+1

based on the data dfiller and Byrne[1966], whereks is the median particle size (i.e.,
ks = Dsg) and z is the “average level of the bottom of the almwmsiving grain” and
was found empirically to be. =-002 for natural sandWiberg and Smithl987a].
Multiple Shields curves were generated for différénction angles from
equations (12) and (24) (Figure 7). Particles mare difficult to move for larger
friction angles, which results in an upward shifttlee Shields curve. Whed /K, is
unity, the friction angle given by equation (24)peedicted to beg =60°, which is

consistent with the previous calculations (i.egufe 6). More recent work on gravel-
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Figure 7. Model predications of the critical Shields stresssus slope for different
values of the friction angleg. The model includes particle emergence, flow ta@ra
the quadratic velocity profile, and turbulent fluations. The dashed diagonal line
separates the fields of particle submergerize<() from emergencel > h). Each
model prediction tends to zero at large slopes &ltbe bed-slope angle equals the
friction angle. Data shown are the same as Fitjure
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beds have foungg = 52° for D/k_ = 1 [Buffington et al. 1992;Johnston et a].1998].

It also has been shown that friction angles cay sabstantially for the same value of

D/k, due to variable pocket geometriésrthner et al.,1990]. Thus, it might be more

appropriate to use a friction angle that is smaltem the mean angle predicted by
equation (24). As shown in Figure 7, however, dla¢a are consistent with friction
angles ranging from about 60° to 70°. This suggésat using a mean friction angle
(e.g., equation 24) is reasonable. We have adamadtion (24) over other empirical
power-law relations to be consistent with previousdeling work Wiberg and Smith,
1987a].

To predict the sizes of grains that are most neofal a given boundary shear
stress, it is useful to normalize the critical she&teess bk, rather tharD, becausés is
constant for a bed composed of multiple grain s[eeg., Wiberg and Smith1987a].
The curves for different friction angles in Figufeare interpreted to represent different

relative particle sizeP/k, following equation (24). Hence, large frictiongies are
interpreted to be for particles with sm&@l/ k, and small friction angles are interpreted
to be for particles with larg® /k,. Figure 8 shows that the theoretical Shieldvesir
collapse when normalized ty(i.e., (D/k,)r..;), which indicates that the critical shear

stress necessary to mobilize different sedimenéssidoes not vary significantly
(typically less than a factor of three). Moreowde relative mobility of different sizes
is a complex function of channel slope.

This is clearer in Figure 9 where the critical sheaess is plotted versus the
relative particle size [c.fWiberg and Smith1987a]. Here the critical shear stress

needed to move a given siR2ds normalized by the value needed to move the size
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Figure 8. Same as Figure 7 except that the critical sheasstneeded to move particle
size D is normalized byks, which is constant for a bed of multiple partisizes and
represents here the median particle size on the BHuus, the curves indicate the
relative mobility of different particle sizes undée same shear stresbhe relationship
betweerD, ks, and ¢, is given by equation (24).
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Figure 9. Total shear stress at incipient motion of partsilee D normalized by the
total shear stress necessary to move particleDsrzds, versus the relative particle size
D/k,. Here,k, represents the median particle size on the béw hbrizontal dashed
line represents equal mobility. The diagonal ddshee represents size-selective
transport given by the Shields stress, where titeealr stress is proportional to the
particle size.
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D =k, where, followingWiberg and Smitif1987a], k. is interpreted to be the median
particle size. Thus, particle sizes that are naiffecult to move thanD =k, have

values greater than unity and particles that aseedo move have values less than
unity. A horizontal line represents equal mobittyvhere all particle sizes move at the
same shear stress. For most channel slopes atdepaizes, the model predicts near

equal mobility for the fine fractiorD <k,. The coarse fraction, on the other hand, is

predicted to be the most mobile sediment on lowedoS < 0.01), the least mobile
sediment on steep slopesX 0.05), and approximately as mobile as the fmaterial

on the moderate slopes in between. The latteinfing consistent with most studies,
which have shown that sediment is nearly equallpitepsince many gravel-bed rivers
studied have moderate slopes around 0.02 [Bagker, 1990;Parker et al, in press].
The large values of relative shear stress for tiese fraction on steep slopes is also
consistent with observations that boulders ardivels immobile in mountain streams
[e.g.,Yager et al.2007]. The reason for the systematic increaselative shear stress
with S for the coarser fraction is primarily because lapgeticles become emergent
from the flow before smaller particles, renderihgrh less mobile.

The force balance model described here providesa@istforward method of
predicting relative mobility of a mixed bed. Thegeedictions, however, should be
treated with caution. For example, on very lowpsl® & < 10%) the model predicts that
coarse particles will move before finer particldsg(re 9). This is because the
increased weight of larger particles is more thampensated for by smaller friction
angles, which renders coarser particles more mobWhile this tendency has been

documented beforeSplari and Parker2000;Brummer and Montgomer003], size-
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selective mobility favoring finer sediment is typily considered the norm [e.g.,
Parker, 1990;Buffington et al. 1992;Paola et al, 1992;Powell et al, 2001;Ferguson
2003]. Others have found similar results as oudeh@nd argued that shifting of
coarser particles could allow rapid entrainmentfioér sediment Kirchner et al,
1990], or coarser particles might be partially bdrby fines Buffington et al. 1992],
rendering mixtures more equally mobile than simpledels predict. We caution that
changes to the empirical coefficients used to maaksation, wake mixing, and
turbulent fluctuations would alter the overlap beén the Shields curves in Figure 8,

which could affect the predictions of size-selestmobility.

5.7. Discussion

5.7.1. Drag from Morphologic Structures

In the calculations above, the magnitude of stsgpent on morphologic structures
was set to zeror(, = 0) for simplicity. While it was argued in Secti®.4.2 that
morphologic drag appears to be independent of aidred slope, it is probable that the
magnitude of drag due to protruding particles, ipirtclusters and larger morphologic
structures is non-negligible in flume experimentsl anatural streams [e.gMillar,
1999]. We calculated the critical Shields stressadunction of slope using equation

(12) with ¢, =60° for constant values of the ratio of morpholagjiag to the total stress
(r,,/1;). As expected, including a constant valuerqfi7; (i.e., one that does not
trend with channel slope) changes the magnitudieeotritical Shields stress for a given

slope (Figure 10). Increasing, causes an increase m., because a smaller portion
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of the total stress is available to move sedimeihe model fits the data well if
morphologic drag is set between 0 and 60% of thed thiiving stress. Larger portions
of drag (e.g., 80%) result in an over-predictiontloé data. This estimated range in
morphologic drag is consistent with estimates Bgrker et al. [in press] that
morphologic form drag typically ranges from 21%56% of the total driving stress,
based on a compilation of bankfull hydraulic measgnts from gravel-bed rivers.

In order to make the model easier to apply, we liaexpressions to the theoretical

curves in Figure 10 for, /7, = 0%, 40%, and 60%. It was found th&tetder

polynomials approximate well the theoretical curf@sl0™ < S< 05:

L =exgP,X* +P,X3+P,X2 +PX +P)| (25)

where X =0.407In(142S) after performing a centering and scaling algorithon
improve the least-squares fitP,, P, P,, P, and P, are constants given by -3.57,
0.476, 0.199, 0.107, and 2.49 x“@spectively forr, /7, = 0%; -3.14, 0.410, 0.142,
8.94 x 107, and 2.59 x 18 respectively forr, /7, = 40%; and -2.8, 0.377, 0.121, 7.44
x 10%, and 2.02 x 16 respectively forr,, /7, = 60%. The errors for these approximate

curves are less than the thickness of the linesFigure 10 within the regime

10* <S<05.
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Figure 10. Model predications of the critical Shields stresssus slope for different
values of the ratio of the stress borne by morgfiolstructures to the total stress
r../7;. The model includes particle emergence, flovaten, the quadratic velocity
profile, and turbulent fluctuations. The dashedgdnal line separates the fields of
particle submergenc®(< h) from emergence) > h). Each model prediction tends to
zero at large slopes where the bed-slope angldstigafriction angle. Data shown are
the same as Figure 1.
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5.7.2. Predicting Bed-Surface Grain Size

Many river restoration efforts attempt to adjusdiseirface particle size to
improve habitat (e.g., for salmonid spawningbhdolf and Wolman1993]. Over long
timescales, it is commonly assumed that partidesson the channel bed are adjusted

to the hydraulic conditions, so that the bankfuliedds stressr.,, is approximately

equal to the critical Shields stress[Parker, 1978; Andrews 1983]. While

oversimplified, such an assumption is powerfultaallows for a simple prediction of
bed surface sediment size [eBuffington et al. 2004]. Buffington and Montgomery
[1999] collected data from several stream reachiéls avfferent morphologies to test

the assumption that.,, = 7..;. They found that particle sizes were substagtiatier
than expected (i.er., > 7. ), which they attributed to morphologic form draghis

conclusion was supported by the fact that reachtds more woody debris had larger

T, » as shown in Figure 11. Their data also show,awvew that for a given channel
morphology (with presumably similar values of masjgiyic drag),7.,, systematically
increases with channel slope and systematicallyate=/ from the assumed_, = 0.03
(Figure 11). The increase m,, with Sis consistent with our model. Figure 11 shows

the model predictions (equation 12) for differeastias of morphologic drag to the total

stress. The model predictions are an improvemeat assumingr.., = 0.03, but still
underestimate the data trend of increasing with S This could be due to systematic

variations in drag or friction angles within eactonphologic division, among other

assumptions inherent in such an analyBigffington and Montgomerg001;Millar
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Figure 11 Field measurements of total bankfull Shieldesstrversus channel slope
from Buffington and Montgomerjd999]. The data are stratified according to clehn
morphology. The dashed line represents the petlictlation wherer,; = 0.03, as
assumed byBuffington and Montgomery1999]. The solid lines are the expected
relations using our model (equation 12) for différ@ercentages of stress borne by
morphologic structures divided by the total stress/ 75 ).
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and Rennig2001;Wilcock 2001]. The model predicts that the plane bedhes have
morphologic drag that constitutes zero to 60% ef tibtal stress. In the wood-poor,
pool-riffle reaches, morphologic drag is predictedoe about 60 to 80% of the total
stress, and many of the wood-rich, pool-riffle ileex appear to have greater than 80%
morphologic drag. These results are consisteitt fiatd measurements and analysis by
Buffington[1998, Chapter 3].

Most rivers networks tend to have finer sediment tbeir beds in the
downstream direction. This is typically attributeal abrasion of particles, selective
transport of finer sediment, or a downstream radoan shear stress. Some workers,
however, have found that particle size increaseisardownstream directiosplari and
Parker, 2000;Brummer and Montgomer003]. Our study offers an explanation for

this counter intuitive finding. If..; decreases downstream (becatsecreases) more
rapidly than the bankfull shear stress decreases the equilibrium particle size is
predicted to increase downstream (f, =7..,). One then might expect to find
downstream coarsening in steep headwater charsiete 7., varies most strongly

with slope for large slopes (Figure 6), which imsigtent with the observations of

Brummer and Montgomef2003].

5.7.3. Implications for Low and High Gradient Chanrels

In lowland gravel-bed rivers, equation (12) indesathatr. ., can be a factor of

two smaller than 0.03. In most natural settinggseé low sloping rivers could have
substantial concentrations of sand on the bed. nduel ofWilcock and Crow§2003],

based on the experiments Wilcock et al.[2001], shows that sand can cause a
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reduction inz.; from about 0.035 to 0.02 where the sand fractmmngases from 10%

to 30%. These workers also report a systematiactexh in channel slope with
increasing sand content (from about 8 €10 1.4 x 10°). Our model predicts a similar

reduction in7. for this range in slopes due enhanced near-bedgeeelocities and

turbulent fluctuations, without regard to sand emnt(Figure 6). More work is needed
to sort out the potential overlapping influencessahd content and channel slope on
incipient motion.

Most of the river network in hilly and mountainolamdscapes is composed of
small, steep channels, which are typically mantedoarse sediment. The transport of
boulders is considered a rate limiting processbiedrock erosionSeidl et al. 1994;
Sklar and Dietrich 2004;Lamb et al. 2006] and has been shown to set the concavity of
the longitudinal profile $klar and Dietrich 2006]. It is common to assume that boulder
transport on slopes > 0.1 occurs only by debriwdl§Stock and Dietrich2003], or that
boulders must break down in place. Moreover, Bireastoration researchers now
place boulder clusters or other roughness elemansteep streams in an attempt to
capture and store sediment to restore quasi-nataralitions Rosgen 1996;Stallman

et al, 2004]. These efforts are hampered because apphcof a constant.. in

mountain streams has had little success [&igogmermann and Churct2001]. Our
study allows for quantitative field estimation adutder transport by fluvial processes.
Equation (12) indicates that boulders become irstmgdy difficult to move by fluvial
processes with increasing slope — but not impossés long as there is sufficient flow

and boundary shear stress.
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Also of note is the possibility that the peak ie ttritical Shields stress (Figure
10) identifies a zone of channel slopes in whictlirment transport converges, which
could be important for debris flow initiation. Adery large slopes that approach the
friction angle, sediment is highly mobile due tee tlarge gravitational force pulling
particles downslope. Particles that are transgarteéhese steep zones by overland flow
or raveling [e.glmaizumi et al. 2006] might collect at lower slopes where pagschre

relatively immobile (i.e., for slopes of about &2S <tang,), which could eventually

lead to failure initiating debris flows.

5.8. Conclusions

The critical Shields stress for incipient motionsefliment in open-channel flow
increases with channel slope. This observatioroistrary to standard theoretical
models for incipient motion that predict increaseadbility with increasing channel
slope due to the added gravitational force in tlmvrtstream direction. Several
processes might explain this discrepancy includivaiable drag caused by
morphologic structures, wall drag, friction anglegain emergence, flow aeration,
changes to the vertical structure of flow velocapd turbulent fluctuations. Increasing
friction angles and drag due to changes in bed hwogy do not appear to be the cause
of the slope dependency, as is often assumed, $ecsignificant changes in bed
morphology in controlled flume experiments seemgkaly. Moreover, data from
flume experiments and natural streams are notfgigntly different, which suggests

that other processes are responsible for the slependent critical Shields stress. A
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simple 1-D force-balance model indicates that ttiece of aeration is small, and that
grain emergence cannot explain the trend in the ftatlow slopes$ < 0.1). Through

a process of elimination, it is concluded that libeal velocity about the grains must
decrease with increasing channel slope, for theessimear stress and particle size. A
guadratic profile for the average local velocity psoposed based on a 1-D eddy
viscosity model where mixing is dominated by wakbesd by particles. Inclusion of
this profile in the force balance improves the nmigatedictions of the trend in the data.
To include the fluctuating component of local véitpcdue to turbulence, we
hypothesize that the intensity of near-bed turbuflerctuations are proportional to the
depth-averaged flow velocity. A compilation of a@asupports this hypothesis and
reveals the proportionality constant to be ~0.2. e Tombined effects of particle
emergence, an eddy viscosity that incorporates wakang, and turbulent fluctuations

in the model produce increasimg, with increasing slope that match the availabledat

well. Collectively, these effects arise becauseth&f coincident change in relative
roughness with slope, since flow depth is inverselgted to channel slope for a given
bed-shear stress and patrticle size. Extensionultipte grain sizes indicates that the
coarse fraction becomes increasingly less mobilesteeper slopes, primarily due to
particle emergence. A slope-dependent criticagl8@histress has broad implications as

the assumption of constant, is the basis of many models used to predict shiclys

as bedload transport, debris flow entrainment, @gderosion, downstream fining, and

bed particle size.
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5.9. Appendix 1 — Integrating Partial Spheres
The cross-sectional area of the particle that {gos&d to the flowA, and the
volume of the particle during partial emergerdg are calculated by integrating a

partial sphere. Leb* =h/D andz,*=2z,/D. A, is given by

As Kh* —;JW +%arcsir(2h* —1)—(20* —;}/zo* -7,*? —%arcsir(Zzo* —1)} for h* <1 (A1)

DZ

and does not include the portion of the partichg th belowz, or aboveh. No account

of shielding due to grain packing or burial areetaknto account except through the

term z,. When a particle is fully submerged, is given by

As {7_7—(20 * —l}lzo * =z, *? —learcsir(Zz0 * —1)} for *> 1 (A2)

D* |8 2

The partially submerged volume of a partivlg is given by

V
ﬁ—m*z(i—ih*j for h*<1 (A3)

D 2 3

For a fully submerged spherd*(z ) ¥V, =V, =1/67D°. More detail on these

integrations can be found Wager et al[2007].
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Chapter 6

A Model for Fluvial Bedrock Incision by
Impacting Suspended and Bedload
Sediment

6.1. Introduction

River incision into bedrock is one of the fundanaéndrivers of landscape
evolution and propagates climatic and tectonic agnhroughout drainage networks.
Incision into rock occurs relatively slowly and thg large infrequent flood events
making it difficult to investigate mechanisticallinstead, geomorphologists typically
have relied on reach-scale rules to charactenzs incision, for example, by setting
the rate of erosion to be a function of boundamsasistressHoward and Kerby1983;
Seidl and Dietrich 1992] or stream poweHpward et al, 1994; Seidl et al. 1994;
Whipple and Tuckerl999]. These models are limited in applicatioowever, because
they mask the physical mechanisms by which bedevokion occurs. More realistic
model predictions require advances in our quai@aunderstanding of erosion

processes [e.dDietrich et al, 2003;Whipple 2004].
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One such model proposed Bklar and Dietrich[2004] explicitly models the
wear of bedrock by bedload particles (referred sotlee saltation-abrasion model
herein). Application of the saltation-abrasion mlodnd related efforts have led to
significant insights into the controls of bedrogker morphology including, channel
slope PBklar and Dietrich 2006; Gasparini et al. 2007], knickpoints [e.g.,
Chatanantavet and Parke2005;Wobus et al., 20Q6Crosby et al.2007], slot canyons
[Carter and Andersagn 2006; Johnson and Whipple2007], and channel width
[Finnegan et al. 2007; Nelson and Seminaya2007; Turowski et al. 2008]. The
saltation-abrasion model is incomplete, howevecahbee it neglects other important
mechanisms for river-bed erosion such as cavitatpucking of jointed rock and
abrasion by suspended sedimewWhjpple et al. 2000]. Abrasion by suspended
sediment in particular has been argued to be aroriam (or dominant) bedrock
erosion mechanism in some natural streaf@ifock et al.1998;Whipple et al.2000;
Hartshorn et al. 2002] owing in part to the frequent occurrencepolished surfaces,
flutes, potholes, and undulating canyon walls.

In this chapter, we investigate erosion by suspdngarticles by deriving a
total-load erosion model, which expands on theasah-abrasion model d&klar and
Dietrich [2004] to include suspended particles. Cavitatdod plucking of jointed rock
are not investigated here. In Section 6.2, tH&atsan-abrasion model is reviewed
briefly and the assumption that the impact rategso at the onset of suspension is
discussed. In Section 6.3, we propose that susgepalrticles do interact with the bed
and that the impact rate scales with the produth@mear-bed sediment concentration

and the particle impact velocity. The near-bedimedt concentration is found by
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partitioning a given sediment supply between the &#ed suspended load. In Section
6.4, commonly used formulas are adopted to soleentiodel, including the Rouse
concentration profile to describe the vertical mlsttion of suspended sediment. In
Section 6.5, the total-load erosion model resules shown and compared to the
saltation-abrasion model for different values adnBport stage, sediment supply,
particle size, and channel slope. Finally, theanment capacity, viscous damping of

impacts, and implications for natural streams a@seussed in Section 6.6.

6.2. Saltation-Abrasion Model

Sklar and Dietrich[2004], following the work of-oley [1980], Beaumont et al.
[1992], Tucker and Slingerlanfll994], and others, present a model for fluviaision
of bedrock by saltating sediment, which is briglyiewed here. The saltation-abrasion
model was formulated by neglecting abrasion bymaltles of sediment transport except
saltation. A planar bed, rectangular channel ceession, and uniform size sediment
are assumed. The model is zero-dimensional arglaksumes that the net effects of
spatial heterogeneity in hydraulics, rock strengmd sediment supply can be
adequately represented in terms of a unit bed area.

The rate of vertical erosidg is defined as the product of the average volume of

rock detached per particle-bedrock imp#(ct the rate of particle impacts per unit bed

area per unit timé, , and the fraction of exposed bedrock on the ezt F,

E =V,I,F, (2)
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The volume of eroded bedrock per particle impé4cis scaled by the kinetic energy of

the particle impact

V, oW
= 1YPM )

2 &,

whereV,, p,, w and are the particle volume, density and impaabaigi normal to

the bed. A threshold kinetic energy needed to eaussion is not included based on

abrasion mill experimentsSklar and Dietrich 2001]. &, is the kinetic energy required

to cause erosion of a unit volume of bedrock (umits of energy per volume) and

depends on the capacity of the rock to store engagtically.

3)

2 ‘—'qm

where o is the tensile yield strength antlis Young's modulus of elasticity of the
bedrock. k, is a dimensionless coefficient found to be of tnder 16 [Sklar and
Dietrich, 2006].

The rate of particle-bedrock impacts per unit bexha, is given by

: (4)
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where q, is the volumetric sediment flux per unit channedltv traveling as bedload
and L, is the saltation hop length. Note thgt in this chapter is the same gg/ o,
defined bySklar and Dietrich[2004], since they defined, to be a mass flux rather

than a volumetric flux.
Following the hypothesis dsilbert [1877], the fraction of the river bed that is

not covered with alluvium, and is therefore exposedrock,F, is assumed to vary as

F, = [1 - ij , (5)
e

where q,. is the volumetric bedload sediment-transport capaer unit channel width

[Slingerland et al 1997;Sklar and Dietrich 2004]. This linear relationship has yet to
be tested in nature, and others have argued thaixponential relationship is more
appropriate Turowski et al. 2007]. Herein we use equation (5) to simplifyeta
comparison of the saltation-abrasion model withtttal-load erosion model. Equation
(5) must be true in the end-member cases at sstath, Where the supply of sediment
exceeds the transport capacity, sediment is degbsih the bed and the bedrock is
protected from erosion. This is typically the caseaalluvial, transport-limited rivers
and many formulas exist to predict the sedimentspart (and hence the transport
capacity) under such conditions [e.gernandez Luque and van Bedl®76]. On the
other hand, if the sediment supply is zero, therrived will be free of cover. In this

case, however, no erosion will occur because ther@o particles to impact the bed.
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Combining equations (1) — (5) yields the compositpression of the saltation-

abrasion model

2
= POWY () G ©)
I—bk UT qbc

A

6.2.1. Particle Hop Length and the Transition to Sspension

Perhaps most important for the present study ituatian of the saltation hop

length L,,. Sklar and Dietrich[2004] compiled data from numerous experimenta an

theoretical studies on particle saltatidardncis 1973; Abbott and Francis 1977;
Wiberg and Smith1985; Sekine and Kikkawdal992;Lee and Hsu1994;Nino et al,

1994;Hu and Huj 1996] and found the best-fit relationship to be

. 088
=80 —-1| |, 7
2-o - ™

where D is the particle diameter andr.(/7..) is the transport stager. is the non-

dimensional bed stress or Shields stress given by

I, =——, (8)
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whereR is the submerged specific density of the sedinf@ (o, —0;)/ p;), p; IS

the density of the fluidg is the acceleration due to gravity, and is the bed shear
velocity. 7., is the critical value ofr. at the threshold of particle motioSHields

1936].
In the saltation-abrasion model, particle-hop langtassumed to be infinite for
particles transported in suspension. A flow isidgly considered competent to

suspend sediment if

u /w21, (9)

where w,, is the terminal settling velocity of the sedim@Bagnold 1966]. Therefore,

Sklar and DietricH2004] modified equation (7) to be

L, _ 8.0(r* /T —1)088

Lo
D J1-(u/w,)?

(10)

and the erosion rate (equation 6) is zero.ffw, > . 1

The experimental particle trajectory data usedatbrate equation (10) does not

extend into the regime. /w, = ,Jand thus the validity of equation (10) over ecrat

(7) cannot be verified. We hypothesize that sudpdnsediment does contribute to

bedrock erosion due to particle-bedrock impacts.the next section, we develop this
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hypothesis and present a model for bedrock erofimm suspended and bedload

sediment.

6.3. Total-Load Erosion Model

Our model development follows the assumptions amitdtions of previous
work on erosion by bedload discussed above. Iricpéar, our model is zero-
dimensional and only considers incision into a ted by impacts of single-sized
particles. The model is based on the conceptdhspended sediment actually is not
held in a fluid indefinitely. Instead, particleseacontinuously falling through the fluid
due to gravitational settling and are advected tde/¢he bed due to turbulence. Where

u./w, =21, sediment travels both in suspension and bedIiBadriold 1966;van Rijn
1984;Nino et al, 2003]. Therefore, the incision model is devetbpeinclude impacts
by both bedload and suspended particles (i.e.tdts load) under a wide range of

conditions, includingu. /w, > 1

6.3.1. Settling Flux

During conditions of suspended sediment transpat, . /w,, = 1), particles

do impact and interchange with the bed. Partieles entrained from the bed by
coherent flow structures, which produce bursts miard moving fluid Grass 1970;
Jackson 1976;Sumer and Deigaardl981;Nelson et al. 1995;Bennett et al.1998].

As these structures dissipate, particles tendtttedewards the bed at a rate near their

settling velocity in still water [e.g.Sumer and Deigaard1981; Nino and Garcia
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1996]. This gravitational settling results in duroetric flux of sediment towards the
bed per unit area given by
(11)

=c,W,

s

where ¢, is the near-bed volumetric sediment concentradimhw, is the gravitational
settling velocity of the sediment (which can beslésanw,,). Despite this downwards

sediment flux, an equilibrium concentration of paes can be attained because there is
a dynamic balance between the upward and downwaxds of particlesRouse 1937,
Smith and McLean1977; Parker, 1978; Garcia and Parker 1991; Bennett et al.
1998].

This concept is well illustrated in the experimeot&instein[1968], in which a
recirculating flume was used to create a steadiyoum flow over an open-framework
and immobile gravel bed. The flow was highly tudmi and capable of suspending the

silt that was introduced into the flume.(w, ranged from 74 to 7.2 x 30 Despite
the fact thatu. /w, >> 1, thesuspendegarticles did indeed impact the bed, the turbid

flows eventually clarified, and a steady state emmi@ation profile was not attained.
This was because the suspended silt settled thrineggravel on the flume bed and the
downward flux of sediment was not balanced by armnemsurate entrainment flux from

the bed.

240



6.3.2. Particle-Bed Impacts

Few experimental studies have traced the flow pathsdividual suspended
particles, which, along with the stochastic natifrsuch trajectories, makes it difficult
to directly formulate an effective particle hop dém for suspension. Since classic
suspension theory is based in terms of sedimertdectration Rouse 1937], it is useful
to formulate the impact rate as a function of seulitmconcentration instead of hop
length. Following the above arguments and equdtldy), the rate of particle impacts
per unit bed area can be expected on average poopertional to the product of the

near-bed sediment concentration and the partidteig normal to the bed,

| = AGW (12)

The impact velocity normal to the bedy( is used here as a measure of the particle
velocity instead of the gravitational settling w&ty (w,, as in equation (11)) because
w, might not be normal to the bed and impacts also acur because of turbulent

fluctuations (discussed in Section 6.4.4). Theffmment A < 1 accounts for the fact

that some of the particles near the bed are adVeqeards due to lift forces.
Equation (12) is not specific to suspension and &islds for bedload. For

example, the downstream flux of bedload sedimemteawritten as

g, =cU,H,, (13)
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whereU, is the vertically averaged streamwise particleciey and ¢, is the vertically

averaged sediment concentration within the bedlager of heightH,. The average

bedload velocity can be scaled as

, (14)

where t; is the timescale between bed impacts for an iddadi particle. A, <1

accounts for the fact that the average fall vejowithin the bedload layer might be less
than the near-bed settling velocity, and that dtal time between impacts should also

include the particle ejection or rise time as veslithe fall time. For exampl8klar and

Dietrich [2004] suggestA, =1/3. Combination of equations (4), (13) and (14) kssu

== (15)

which is the same as equation (12) provided hav, = AW, .

6.3.3. Sediment Supply

In alluvial rivers with an unlimited supply of sedent on the bed and a steady-

state concentration profile, the settling flux etisnent near the bed, is equal to the

entrainment capacity of the flow (per unit bed aréa which can be written as
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f.o=aw,, (16)

where @ is a non-dimensional sediment entrainment paranfeteich is a function of
u. /w, [e.g.,Garcia and Parker1991]). Thus, where, = f_, the near bed sediment
concentrationc, can be determined directly from the hydraulics aediment size
because combination of equations (11) and (16)teeBua =c,. This is not the case
in bedrock rivers.

For supply-limited conditions typical of bedrockvers, the concentration of
particles in suspension (and therefgreis not dependent on the entrainment capacity
(i.e., a >c,) and instead is determined by the sediment suppty the bed, banks, and

upstream. By continuity
H
g = jcudz= c,UHy, a7
Hp

where g, is the volumetric flux of sediment per unit chanmadth traveling in

suspension. ¢ and u are the depth-dependent concentration and downstifeav
velocity per unit channel width, averaged over tilght fluctuationsU is the depth-
averaged flow velocity in the downstream directamdH is the flow depth.z is the

coordinate perpendicular to the river bed &xl y <1 is the integral that describes the

vertical structure of velocity and concentratioin equation (17), it is assumed that the
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average streamwise particle velocities are equélddluid velocities, as is typical for
suspended sediment [e.blcLean 1992].

To evaluate the impact rate given by equation (12¢, near-bed sediment
concentration must be known. Here, we seek anesgmn for the near-bed
concentration by partitioning the supplied sedimféunt into bed and suspended load.
To simplify matching the concentration profile beem the bedload and the suspended

sediment above, we assume that within the bedlager I(z< H_) sediment is well
mixed [e.g.McLean 1992] with a concentration of (Fig. 1). Equations (13) and (17)

can be summed and solved g,

_ q
UHy +U H, '

Gy

(18)

where q is the total volumetric flux of sediment traveliag both bed and suspended
load per unit width, which is equivalent to thealadediment supply (per unit width) in
the supply-limited conditions considered here. S hoclusion of suspended sediment
(rather than considering only bedload) lowers tharsbed sediment concentration and
therefore the rate of impacts for a given sedinsngply. Equation (18), however,

predicts a finite near-bed sediment concentratorall flow conditions.

6.3.4 Composite Expression for the Total-Load Erosen Model

Substituting equations (2), (3), (5), (12) and)(ir@o equation (1) yields the
combined model for erosion by bed and suspendechsatl
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e=ALY W () G| (19)
kaT (UHX+Ube) qbc

whereq, is found from equations (13) and (18) to be

UH,
=q ——2°> |, 20
% q(UH}(+Ubej (20)

6.4. Empirical Expressions and Calculation Proceduwe

Following Sklar and Dietrich[2004], the model is explored by holding some
variables to constant values typical of a referefneld site, the South Fork Eel River
[Seidl and Dietrich 1992; Howard, 1998]. As shown in Table 1, the characteristic
sediment size and supply is sefte= 60 mm andy = 8.9 x 10* m¥/s (seeSklar[2003]
for details) based on the average landscape lowesdte of 0.9 mm/yrNlerritts and

Bull, 1989]. The representative discharge is 393s,mwhich has an exceedence
probability of 0.013 and a transport stagerofz.. = 1.7 [Sklar and Dietrich 2004].
Given this transport stage, the representative fti@pth is found to bé&l = 0.95 m,
assumingr., = 0.03 (Table 1).

In order to better show the effects of suspensi@also consider 1-mm sand in
addition to the 60-mm gravel. Note that the madeformulated in terms of single-

sized particles that travel in both suspended kadi bedload. A model incorporating

multiple particle sizes interacting and impactihg bed at the same time is not
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Table 1. Model Input and Output Values for Representative

Field Case: South Fork Eel River, CA

Channel Slope S 0.0053

Channel width W 18 m

Sediment supply Qs 8.9 x 10" m?/s
Water discharge gu 2.1 m%s

Flow velocity U 2.2mls

Flow depth H 0.95m

Shear velocity u. 0.22 m/s

Rock tensile strength o 7 MPa

Young's Elastic Modulus Y 5.0 x 10* MPa
Rock resistance parameter k, | 1.0 x 10°

Critical Shields stress T, 0.03

Sediment density p, 2650 kg / m®
Water density o, 1000 kg / m®
Kinematic viscosity of water v | 10° m?/s
Sediment Size D 60 mm, 1 mm
Transport stage 7 /7, 1.7 ,102

Particle fall height H 79 mm, 38 mm
Terminal settling velocity w,, 0.98 m/s, 0.13 m/s
Bedload velocity U, 1.26 m/s, 2.2 m/s
Bedload concentration c, 0.0089, 0.0151
Bedload layer height H, 72.3 mm, 14.5 mm
Bedload transport capacity Ope | 1.0 X 10° m%s, 3.8 x 10° m?/s
Erosion rate E 31 mm/yr, 10 mm/yr
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attempted here. Thus, our calculations assumethleatotal load is composed either
exclusively of 60-mm gravel or exclusively 1-mm dan For the later case, the
hydraulic and geometric conditions are set to #raesrepresentative values usedDor

= 60 mm, for purposes of comparison. In particuwgth an equivalent representative

discharge and flow depth, the transport stagelferltmm sand is found to be/rz., =

102 (Table 1). For simplicity, we use a constaalug of 7., = 0.03 throughout,

although a particle Reynolds number or relativeghmess dependency could be
explored in the futureguffington and Montgomeyry997;Lamb et al. 2008].

To solve equation (19), expressions for the flovioewy, bedload transport
capacity, bedload-layer height and velocity, sediimeoncentration, and impact
velocity are needed. Due to the simplifying asstuomg in developing the model (e.g.,
zero-dimensional, single-sized sediment, etc.)pBmand commonly used formulas for

these variables are employed here.

6.4.1. Flow Velocity

For turbulent boundary-layer flow in a channel, tfwsvnstream velocity can be

calculated as

y :“_*m(ij (21)
K |z,

where z, is a function of the boundary roughness ands von Karman’s constant (~

0.41) (Fig. 1). The shear velocity is calculatemhf u. = (gH sin8)"?, where 4 is the
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channel-bed-slope angle. Strictly speaking, equafRl) is only applicable to the
lower ~ 20% of the water column, and an adjustmerthé eddy viscosity should be
made for the upper portion of the flow [e.€ples 1956; Gelfenbaum and Smith
1986]. Modifications to the eddy viscosity shoaldo be made due to stratification and
form roughness\fanoni 1946; McLean 1992; Wright and Parker 2004]. For our
purposes, we will assume that equation (21) isiegiple throughout the water-column;
however, it it could be replaced with a more cortgpkxpression if desired. The depth-

averaged flow velocity can be found by integrating equation (21)
1 u z
u==| —*In(—jdz. (22)

For the following calculations we sef =nD  /3Gth the empirical coefficient

n= 3 [e.g.,Kamphius 1974]. In order to hold the hydraulic conditiammnstant foD =
60 mm and = 1 m, we evaluate the roughness uding 60 mm for both cases. This
is done to simplify comparison. We suspect, howethet this might be an inaccurate
parameterization of the flow roughness in natuealrbck streams where the bed is only
partially covered with sediment. Furthermore, laydic roughness might be dominated
by the banks, immobile boulders, or sculpted foomghe bedsHinnegan et al.2007;
Johnson and Whippl2007;Yager et al.2007].

The resulting velocity profile for the representatconditions of the South Fork
Eel River using equation (21) are shown in FigureThe depth-averaged velocity is

calculated from equation (22) to ble= 2.2 m/s (Table 1).
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Figure 1. Schematic showing vertical profiles of sedimentamorirationc (equation
26) and velocity (equation 21) for the conditions of the Eel RivEalfle 1), and foA)
60-mm gravel an@®) 1-mm sand. Also shown are the calculated heightise bedload
layer Hy, (equation 25), weighted-average particle-fall hesghs (equation 32), flow
depthH (Table 1) and the near-bed sediment concentratipitequation 18).
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6.4.2. Bedload Transport Capacity, Layer Height,
Concentration, and Velocity

Many equations exist for the bedload transport ciéyppa Here, we use the
relation ofFernande4.uque and van Bedk976]:

O = 57(RaD* ) (r. -1..)*%. (23)
The sediment transport capacity for the two repreegive cases is found to be 1.0 X 10
* m%s and 3.8 x 16 m%s for the 60-mm gravel and the 1-mm sand, resgalyt{Table
1).

The depth-averaged bedload velocity and layer heagh given as empirical
expressions bySklar and Dietrich[2004] derived from several different bedload

studies. The best fit relationships are

056
u, = 156(RgD)”(TT—* —1) (24)

*C

and

Z-*

c

r 050
H, = 1.440(—* —1j . (25)

The bedload velocities and layer heights for the tepresentative cases are found to be

U, =1.26 m/s andH, = 72.3 mm for the 60-mm gravel, aklj = 2.6 m/s andH, =

14.5 mm for the 1-mm sand (Table 1). For the 1-sand, equation (24) predicts a
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bedload velocity that is greater than the depthramexl fluid velocity. The high
transport stage for the sand (7., = 102) is beyond the range of empirical data ueed
formulate equation (24). At large transport stagesticle velocities instead approach
the fluid velocity [e.g.Bennett et a).1998]. To account for this effect, we $&f =U
where equation (24) predictd, >U . Likewise, in rare cases with large transport

stages, large channel slopes, and small flow defftasempirical equation (25) predicts
a bedload layer height (i.e., a saltation hop hgitjiat is greater than the flow depth. In
reality, under these conditions the bedload laikeiy occupies the entire depth of flow.

Therefore, where this occurs we gd{ = H . Using these expressions, the near-bed

concentration of particles (equation (18)) is fouadbe 0.0089 and 0.0151 for the 60-

mm gravel and the 1-mm sand, respectively (Table 1)

6.4.3. Vertical Structure of Suspended Load

In order to evaluate the erosion rate, the vertgtalcture of the suspended
sediment load must be known. Here we use the miosly accepted expression for

the vertical profile of suspended sediment —Rloeisg1936] equation
P
c=c, {w} , (26)

where{, =z/H, {, =H,/H, and P =w_/Bku. is the Rouse parameter (Fig. 1). To

arrive at equation (26), Rouse balanced the emtrait and settling flux of suspended
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sediment, and scaled the entrainment flux as asifé process using the well-known

parabolic eddy viscosity of momentum for steadyfarm flow:

vV = Bu.kzQL-2z/H). (27)

The coefficientS is typically thought to be a constant of ordertyignd accounts for
any differences between the diffusivity of momentamna sediment.

As discussed above for the logarithmic velocitpfie, several authors have
argued that the Rouse profile should not apply bse@quation (27) is only applicable
to the lower 10 — 20% of the water column. Nonlethg experimental data support use
of the Rouse equation throughout the water columth [ ranging from
approximately 0.5 to 38ennett et a).1998;Graf and Celling 2002;Nezu and Azuma
2004;Wren et al. 2004;Muste et al.2005]. Due to the present uncertainty in thei@al

of £, we simply assume that =1 in the following calculations.
To apply equation (26), the near-bed concentrafiqy) is calculated from

equation (18), where the integral relating suspdrsieliment flux to the bulk

parameters of the flowx) can be found from equations (17), (21), and €6)

y= L T{(l‘fz)’fz}““* ”_*m[i}jz. 28)

The resultant concentration profiles for the repn¢ative cases are shown in Figure 1.

Due to the low value of the transport stage, mosthef60-mm gravel is contained
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within the bedload layer. In contrast, a significgortion of the sediment extends

aboveH, for the 1-mm sand.

6.4.4. Particle Impact Velocity

For saltating sedimentSklar and Dietrich[2004] used a scaling analysis
combined with their empirical fits foy, Uy, andHp to obtain an expression for the

impact velocity,

W = O.8(RgD)]/{TT—*—1J | (1—(\/%—} J . (29)

Equation (29) cannot be used in our model becawesermpirical data used to calibrate
the equation does not extend into the suspensgimee

As an alternative approach, we consider particlpaicts at the bed due to
gravitational settling of particles and advectigntbrbulent eddies. First, we calculate
the impact velocity due to gravitational settlirigedtly from a momentum balance for a
falling particle. It is important to calculate ttsettling velocity as a function of fall
distance rather than assuming a terminal velo@tabse large particles might not have
sufficient settling distance to reach terminal eéhp upon impact. The component of
the particle settling velocity normal to the bed te& calculated from a balance between

the forces of gravity and drag as
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_ 3C,p:H;
W, =w,cosf [1-exg ——— |, (30)
2p.Dcosf

where

W, = (i‘ Rng (31)

is the terminal settling velocity of the sedimesed Appendix 1). The drag coefficient
C, depends on the particle Reynolds number and gi@@pe, and we calcula@,
from the empirical formula dDietrich [1982] for natural sediment (Corey Shape Factor
= 0.8, Powers Roundness Scale = 3.5).

The particle velocity given by equation (30) depend the distance over which

a particle falls ;). In a combined bedload and suspension flowjgbestare falling

from all distances above the beg), from the top of the bedload layer to the defth o
the flow (H, <z<H). For uniform-size sediment, the average heigbmfwhich

particles fall should depend on the fraction oftipbes that are suspended to that
elevation. Therefore, the shape of the steadg-stamcentration profile should reflect
the relative heights that particles are suspendad therefore their fall distances). To
incorporate these effects, we propose an averdgdiggance that is weighted by the

proportion of the total near-bed sedimeptthat is suspended to that height,
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0
H, =2 [2%4;. (32)
C,; 0z

Equation (32) produces expected results. For ebgmp all sediment is
bedload, then equation (32) predicts that all plasi fall from the top of the bedload

layer, i.e.H, = H,, because we assume that sediment is uniformly anméhin the

bedload layer, i.eg—?:o for z<H,. The calculated fall distances are shown on
Z

Figure 1 for the two representative cases. Fo6heim gravelH, = 79.2 mm, which
is only slightly greater than the bedload layemghei(H, = 72.3 mm) (Fig. 1). For the
1-mm sand,H; = 38.4 mm and is greater tha#, = 14.5 mm, which is expected

because the high transport stage for the sandtsesulmore of the load carried

aboveH, .

In addition to gravity, turbulent fluctuations cadvect particles away from the
bed (resulting in zero impacts) and towards the (pesulting in an increased impact
rate). Rigorously characterizing the temporal ampatial variability in turbulent
fluctuations is beyond the scope of this chapt&s. a first-order approach, we assume
that turbulent fluctuations follow a Gaussian disttion [e.g.,Bridge and Bennett
1992; Nezu and Nakagawd993;Cheng and Chiew1999]. The probability density

function P) of velocity fluctuationsw’) is given by

P(w) = \/Zlm exr{— (;VO_)ZJ (33)
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whereo,, = \/W is the standard deviation of velocity fluctuatiggespendicular to the

bed and the overbar denotes a time average. ahdast deviation of these velocity

fluctuations has been shown to be approximatelyaletp u. in open-channel flow
[Nezu and Nakagawa993], which we employ here (i.ez,, =u.).

In order to calculate the particle impact velocityg assume that particles follow
the fluid, so that equation (33) can be used toutale the probability of fluctuations in
particle velocity, as well as fluid velocity. Furthermorge assume that inertial forces
dominate near the bed so that particles impacbé#ueand are not swept laterally with
the flow (see section 6.6 for discussion). Withsi assumptions, the average impact
velocity can be found by summing the componenthefdravitational settling velocity
perpendicular to the bed with the turbulent-velpditictuations (which by definition

are perpendicular to the bed), and integrating allggossible values of fluctuations as

w = TW(W’+WS)PdW, (34)

W

The upper limit of integration was chosen becatugseorporates very near 100% of the
positive fluctuations (Fig. 2). The lower limitndhe other hand, defines the condition
w+w, =0. Wherew+w, < Q particles are moving upwards and the impact viloc
and impact rate are zero. Thus, despite the faat the Gaussian distribution is
symmetrical, the mean impact velocity can deviatanf the gravitational settling

velocity because the impact velocity must be nogatiee (Fig. 2).
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Figure 2. Probability density function for the particle veligcnormalized by one
standard deviation foA) 60-mm gravel and@) 1-mm sand. The density functions are
centered about the gravitational settling velo¢wy) and the distribution in velocity is
due to turbulent fluctuations given by equation)(33he solid thick line shows the
portion of the distribution that is integrated taulate the average impact velocity)(
and the effective impact velocity(e). The dashed thick line is the portion of the
distribution that is not included in the integratibecause only non-negative velocities
produce impacts.
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The deviation of the impact velocity fiathe gravitational settling velocity is
more important when considering that the eroside saales with the impact velocity
cubed (equation 19). The erosion rate depend$i@rcube of the individual particle

velocities (i.e.w+w,), however, and not the average impact velogity Thus to

formulate an average impact velocity that scaleh wie erosion rate, we define the

effective impact velocity by non-linear averagiag,

W { Tw(w+ws)3 Pdw} . (35)

A

Similar to the turbulent fluctuations, the gravitagl settling velocity also could be

weighted to account for the cubic dependence dfienorate on impact velocity, rather
than using the velocity for the linearly averagaedl tlistance calculated in equation
(32). We found, however, that accounting for thes a negligible effect on the results
and therefore is neglected for simplicity.

Figure 2 shows the predicted probability densityngbact velocities for the two
representative cases. For the 60-mm gravet.ar.. = 1.7, the gravitational fall
velocity is sufficiently large compared to the tukdnt fluctuations, so that only the very
tail of the distribution is within the regime’+w, < @hown as a thick dashed line in
Figure 2A). The result is that turbulent flucteas tend to cancel, and
thereforen, =w,. This notwithstanding, the minor asymmetry in thebability

density function results in an average impact vglabat is slightly greater than that

predicted from gravitational settling alone. Agegted, this effect is enhanced for the
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effective impact velocityw, ., due to the cube of the velocity fluctuations (F2d).

For the 60-mm gravel, bothy and w, are smaller thanv,, because the fall distance is

not sufficient for particles to reach terminal Begf velocity.
Turbulence has a much stronger effect on the pestlilmpact velocities for the

1-mm sand owing to the large transport stage. Iedall distance is sufficient that
the gravitational fall velocity is equal to thertenal settling velocity (i.e.w, =w,,)
(Fig. 2B). The predicted average impact velocstygreater than the gravitational fall
velocity because of turbulence. Figure 2B showat #h substantial portion of the
probability distribution is within the regimev+w, < .0 Again, because impact
velocities must be non-negative, the distributisntiuncated atw'+w, = Obefore

integrating. This results in an asymmetric disttibn and an average impact velocity
and effective impact velocity that are much gredtean the gravitational settling

velocity (i.e.,w .« >w, >w,) (Fig. 2B).

Figure 3 illustrates the effect of transport stawe the different velocity

formulations. The velocities shown are calculdtwd60-mm particles falling from the
top of the bedload layer (i.eH, = H,). For the case of pure gravitational settling
(w,), the velocity increases as the bedload-layertteigcreases (equation 25) until a
transport stage of about 10, beyond which partiatescalculated to fall at the terminal
velocity. The average impact velocity and the effective impact velocity; . are
nearly equal to the gravitational settling velodiby low transport stages(/7.. < 10),
which is expected since. is small. However, these velocities deviate digantly

from the gravitational settling velocity wheve, —u. < b@cause the distribution in
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Figure 3. Calculated particle velocities relative to the terah settling velocity \{is) as

a function of transport stage for 60-mm particlalirfg from the top of the bedload
layer. Also shown by dashed lines is the settlialpcity plus and minus one standard
deviation due to turbulent fluctuations. The gtavonal settling velocity wWs) was
calculated from equation (30) and approaches thaital settling velocity at large
transport stages. The calculated impact veloaity &nd effective impact velocity
(wier) deviate fromws at large transport stages where turbulence becasigagicant.
The impact velocity according t®klar and Dietrich[2004] goes to zero at a transport
stage of about 30. The plot would be slightly eliéint, but qualitatively similar, for
different particle sizes due to changes in the dadfficient.
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particle velocities becomes increasingly asymmetfibe result is thatv andw, ., are

significantly greater than the terminal settlindoegty for large transport stages. Note

that all velocity measures calculated herein (v&., w and w ) converge with the

predictions of the empirical equation (29) at laansport stages, which is expected
since this is the regime in which it was calibratediquation (29) predicts an impact

velocity of zero at large transport stages (i.>w,), which contrasts with the

velocity model proposed herein.

6.4.5. Bedrock Erosion by Total Load

Finally, to calculate the erosion rate, . replacesw in equation (19) resulting

W
g=AP MW fy_ G | (36)
kaT (UHX+Ube) qbc

Equation (36) can by non-dimensionalized as

. _ EU? _ﬁ g W, et i _i
=T o@D K, {(UHx+ube)}[(gD)“} {1 q} D

This reveals thatE* is a function of the three dimensionless quastidown in

brackets: 1) the normalized sediment supply or \edently the near-bed sediment
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concentration (see equation (18)), 2) the normdlietective impact velocity cubed,
and 3) the relative sediment supply. By introdgdime empirical expressions proposed
in section 6.4,E* can be shown to be a function of particle sizandport stage,
relative sediment supply, and flow depth (or eqi@ntly channel-bed slope for a given
transport stage). The dependency on flow depth masrevealed in the saltation-
abrasion model (equation 6). In the total-load eloid arises because both the near-bed
sediment concentration and the gravitational fallouity are sensitive to the vertical

distribution of sediment in the water column, whinhurn is a function of flow depth.

6.5. Model Results

Model results are shown for the two cases, whezddtal load is composed of
either 60-mm gravel or 1-mm sand. The predictedien rates are given in millimeters
per year; however, these rates are instantanealishare not been multiplied by an
appropriate intermittency factor for events thatissa erosion. For the representative
event of the South Fork Eel River, the instantaseenwnsion rates for the gravel and
sand are predicted to be 31 mm/yr and 10 mm/yrl€Tap respectively. This yields an
annual average erosion rate of 1.9 mm/yr and 0.6/ymmsing an appropriate
intermittency factor for the Eel River of 0.06 (s&dar[2003] andSklar and Dietrich
[2004] for details). These predicted erosion raesm reasonable given the average
landscape lowering rate of 0.9 mm/idrritts and Bul] 1989].

To explore model predictions over a wide rang@afameter space, we vary
sediment supply, flow depth, or channel slope fgiven grain size and hold the other

variables to constant values specified for the BEgker (Table 1). In addition to our
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total-load erosion model, the predictions of thikasi@an-abrasion model are shown for
comparison, and we sei = A, = 036. The integrals in equations (22), (28), (32),

(34) and (35) are solved numerically.

6.5.1. Effect of Transport Stage

Figure 4 shows the erosion rate as a function arisport stage and absolute
sediment supplyq) and particle sizel) are held constant (Table 1). For a given grain
size, the transport stage can be varied by changithgr the channel slope or flow
depth or both. The solid lines are the predictiolts a constant slope
(S=tand =0.0053; Table 1) and a varying transport stage thueflow depth.
Alternately, the dashed lines are the predictiarsafconstant flow depttH(= 0.95 m)
and a varying transport stage due to channel-lmgxb sl

For 60-mm gravel, the total-load model predictozamosion at transport stages

r. /1., <15 because the transport capacity is less than tpplysof sediment (Table

1), and the bed is therefore predicted to be caveith sediment. As transport stage
increases, the rate of erosion increases as thedetlecomes rapidly exposed. The
rate of erosion initially peaks at /7., =  2With an erosion rate of ~70 mm/yr. For
larger transport stages (but smaller thariz., = ) 8@ models predict a decreasing

erosion rate with transport stage. This is becdos@ constant sediment load, more

sediment is held in the upper water column (i).andHy increase in equation (18)),

sediment is advected over the bed at a faste(iratdJ andUy, increase in equation
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Figure 4. Log-log plot of erosion rate as a function of tqams stage for 60-mm gravel
and 1-mm sand. Two cases are shown for each lpastee. For the first, shown by
solid lines, the channel slope $= 0.0053, and the flow depth varies with transport
stage. For the second case, shown by dashed theefipw depth iH = 0.95 m, and
the channel slope varies with transport stage. akaases, the sediment supply is 8.9 x
The saltation-abrasion model is shown only@fmm gravel because it
predicts near zero erosion for the 1-mm sand arailsport stages. The black circles
are the conditions for the representative fieleeaafsthe Eel River (Table 1).

10% m?s.
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Figure 5. Log-log plot of near-bed sediment concentratiomadsinction of transport
stage for 60-mm gravel and the 1-mm sand. Twoscaseshown for each particle size.
For the first, shown by solid lines, the channepsl isS = 0.0053, and the flow depth
varies with transport stage. For the second cds®yn by dashed lines, the flow depth
is H = 0.95 m, and the channel slope varies with trarisgtage. For all cases, the
sediment supply is 8.9 x Tom%s. The black circles are the conditions for the
representative field case of the Eel River (Table 1
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(18)), and therefore the near-bed sediment coratgotr and the impact rate per unit
bed area decrease with increasing transport stage.

Figure 5 illustrates the reduction in, as transport stage increases. The
decrease in sediment concentration is more sigmfi¢or the constant-slope case as
compared to the constant-depth case. This is Becan increased flow depth, in
addition to transport stage, results in a redudtionear-bed sediment because a greater
load can be transported in suspension in deeper (ile., H increases equation (18)).

In calculating the erosion rate, however, the rédaan c, is offset by the increasing
impact velocity with transport stage (Fig. 3). Hoe constant-depth case, the increased
impact velocity more than compensates for the dserenc, at large transport stages
(r. /1., > ~50), resulting in an ever-increasing erosiote naith transport stage for

steep slopes (S > ~0.15) (Fig. 4). Where slopeeid lconstant the erosion rate
decreases (but remains non-zero) with increasargport stage.
Predictions for the 1-mm sand are qualitativelyisimto the 60-mm gravel.

The bed is predicted to be covered for 7., < ~25 and the initial peak in erosion rate
(=10 mml/yr) occurs at. /7., = 100The magnitude of erosion is smaller for the sand

as compared to the gravel because of its loweritgtaonal settling velocity. For the
constant depth case, the erosion rate again ireseagth transport stage for large
transport stages(/ 7., > ~10") equivalent t&5> ~0.05.

The saltation-abrasion model for the 60-mm grasejualitatively similar to the
total-load model for small transport stages. Tdt@ltload model peaks at a slightly

higher erosion rate because of the different foatnh of the impact velocity (i.e.
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equation (35) vs. (29)). The saltation-abrasiordehaliffers from the total-load model

at large transport stages because it forces trsoeroate to zero at. /w, = ,Wwhich
corresponds ta. /7., = 35 The saltation-abrasion model for 1-mm sand tsshown

on Figure 4 because it predicts zero erosion fooat all transport stages because there

is only a narrow range in which the bed is expassdiu. /w, < 1

6.5.2. Effect of Sediment Supply

Figure 6 shows the model predictions of eroside es a function of relative
sediment supply q/q,.) with constant values of transport stage, flowpttle and
channel slope (Table 1). The saltation-abrasiodehpredicts a peak in erosion rate
where the supply of sediment is one half the bebite@nsport capacity. The erosion
rate goes to zero where the sediment supply is beoause there are no particle
impacts. At high relative supply, the erosion ratso goes to zero because of bed
coverage. This upper limit ig/q,. = 1 for thesaltation-abrasion model because all of
the supplied sediment is assumed to travel as &ddice.,q = q,). The total-load
model, however, indicates that erosion is possiliiere the supply exceeds the bedload
capacity because some of the load is transportedspension. Thus, the bedload flux
(g,) can be less than the bedload capacity, even kththegtotal loadd) is not. This
effect is more pronounced for the 1-mm sand thanttie 60-mm gravel because a
greater proportion of the sediment load is tragglim suspension (due to the higher

transport stage). For the 1-mm sand, erosion gisrantil the supply is nearly double

the bedload transport capacity (Fig. 6).
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Figure 6. Erosion rate as a function of relative sedimenipsufor 60-mm gravel and
1-mm sand for the same hydraulic conditions (bed shear stress, flow depth, channel
slope, and flow velocity (Table 1)). This corresgs to a transport stage of 1.7 and 102
for the gravel and sand, respectively. The saltaéibrasion model is shown only for
60-mm gravel because it predicts near zero erdsiothe 1-mm sand at all transport
stages. The black circles are the conditionsHerrepresentative field case of the Eel
River (Table 1).
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Figure 7. Log-log plot of erosion rate versus grain sizedaronstant flow deptiH =
0.95 m), channel slop&E 0.0053) and sediment supply (8.9 x*18%s). The black
circles are the conditions for the representaiwiel case of the Eel River (Table 1).
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6.5.3. Effect of Grain Size

Figure 7 shows erosion rate as a function of gsaa, with a constant sediment
supply, flow depth and channel slope (Table 1).r lBoge grain sizes, the models
predict zero erosion because the flow is not coendb transport these sizes, such that
the bed is predicted to be covered with alluviuBecause of the dependence of erosion
rate on gravitational settling velocity, the erosi@ate decreases rapidly as grain size
decreases. The saltation-abrasion model predicts emsion for sizes smaller than

about 2 mm because. /w, > . 1in contrast, the total-load model predicts &tdin

erosion rate fou. /w, > 1

6.5.4. Effect of Flow Depth and Channel Slope

In contrast to the saltation-abrasion model, thal4oad model is a function of
flow depth, or channel slope for a given transgtage. Flow depth affects the erosion
rate in two competing ways. First, the impact @épends on the near-bed sediment
concentration, which, among other things, is a fiencof flow depth. For the same bed
shear-stress, particle size and sediment suppiigeper flow on a smaller slope will
have less sediment near the bed and a lower impgetthan a shallower flow on a
steeper slope. On the other hand, for particlasdb not attain terminal velocity, the
particle impact velocity is larger in deeper flobecause of the greater fall distance.

Figure 8 shows the erosion rate as a functionaf fflepth and channel slope,
with a constant transport stage and sediment sugdpdy the 60-mm gravel, the erosion
rate is nearly constant at low channel slopesdeuateases as slope increases. For this

sediment size, the increased impact rate in shalland steeper flows is more than
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Figure 8. Erosion rate as a function of channel slope and fiepth for the 60-mm
gravel (with a constant transport stage of 1.7) #red 1-mm sand (with a constant
transport stage of 102) using a constant sedimepplg (8.9 x 10" m?/s). The
saltation-abrasion model would plot as a horizolma& because it is not sensitive to the
relative contributions of slope and flow depth ettgg the transport stage. The black
circles are the conditions for the representaiwiel icase of the Eel River (Table 1).
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compensated for by the drop in impact velocity (daethe reduced fall distance),
resulting in a decrease in erosion rate with irgreaslope. In contrast, finer sediment
rapidly reaches terminal velocity so that changed$low depth have little effect on
impact velocity. Thus, the erosion rate for 1-mamd is predicted to increase with
increasing slope due to the greater impact raterdsalts from the increased near-bed
sediment concentration in steeper flows with sméldev depths.

The abrupt increase in erosion rate for the 60-nmavej at S= 004 and
H = 0.2m occurs where the bedload velocity given by eguafP4) is predicted to be
larger than the fluid velocity (equation 22), amérefore we set, = U (see section
6.4.2). The jump in erosion rate is because tlidolae velocity is predicted to increase
with transport stage (regardless of flow depth)emas) systematically decreases with
increasing slope (and decreasing flow depth). Tasilts in a heightened near-bed
sediment concentration and erosion rate. The skedqamp in erosion rate at

S= 007and H = 007m is whereH = H, which again results in a heightened near-

bed sediment concentration with increasing slopd (kecreasing flow depth).

6.5.5. Contour Plots of Erosion Rate

To evaluate the total-load model over a wide ramfgparameter space, Figures
9-11 show contours of erosion rate versus trangiage and relative sediment supply.
The saltation-abrasion model shows a peak erosi@nat a relative sediment supply of

0.5 and a transport stage of/ 7., = 15 for both the 1-mm sand and the 60-mm gravel

(Fig. 9). The peak erosion rate occurs at a sygtitferent transport stage for the two

different sediment sizes because the relationséiywden transport stage and the onset
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Figure 9. Contour plots of erosion rate in millimeters perar for the saltation-
abrasion model versus transport stage and relsg¢igignent supply foA) 60-mm gravel
andB) 1-mm sand. The dashed lines are slices througdner space that are shown
on Figures 5 and 6. The black circles are the itiond for the representative field case
of the Eel River (Table 1).
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of suspension is a function of the drag coeffigiemhich is grain-size dependent
[Dietrich, 1982]. The erosion rate goes to zero at highlawdransport stages because
of the onset of suspension and the threshold ofomotespectively. The erosion rate
goes to zero at high and low relative sediment lsulppcause of the effects of bedrock
coverage and particle impact rate, respectivelg &dar and Dietrich[2004] for a
detailed discussion).

The contour plots of the total-load erosion maatel strikingly different than the
model that considers only bedload (Figs. 10 and Figure 10 shows the erosion rate
for a constant channel slope, so that transpogesis only a function of flow depth.
Like the bedload model, the erosion rate increagils increasing transport stage
because the impact velocity increases with incngafiow depth. The erosion rate,
however, does not decline at large transport stdfygsa given relative sediment
supply). Instead, it increases because the heigtitanpact velocity due to turbulence.
The dashed lines on Figure 10 show the 2-D paramspeee represented in Figures 4
and 6. These show that an increase in transpage sesults in a decrease in relative
supply @/q,.), if the absolute sediment supply) s constant. This is the reason for
the decrease in erosion rate at high transporestag Figure 4. The contour plots,
however, reveal that the erosion rate can incraabafinitely with increasing transport
stage, as long as the absolute sediment supplyiraiseases with transport stage. In
such a case, the erosion rate does not have a maxualue (Fig. 10). Furthermore, at

large transport stages.(/ 7., > 100), the erosion rate can be nonzero for seditoads

that are much larger than the bedload transpodap
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Figure 10. Contour plots of erosion rate in millimeters gear predicted by the total-
load erosion model fok) 60-mm gravel an®) 1-mm sand. The dashed lines are slices
through parameter space that are shown on Figur@sd46. The black circles are
conditions for the field case of the Eel River (leafk). The channel slope is held
constant aS = 0.0053, so that transport stage is a functiofice¥ depth. Note that
three orders of magnitude in transport stage goeoeed here, versus only one in Figure
9. For the 60-mm gravel, the large transport stagfewn correspond to unrealistic
flow depths for the Eel River (see discussion intfea 6.3), but are shown for sake of
comparison with the 1-mm sand.
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Figure 11. Contour plots of erosion rate in millimeters pear for the total-load
erosion model foA) 60-mm gravel and) 1-mm sand. The dashed lines are slices
through parameter space that are shown on Figurasd56. The black circles are
conditions for the field case of the Eel River (Teab). The flow depth is held constant
atH = 0.95 m, so that the transport stage is a funatiochannel slope. The vertical
axes differ for the 60-mm gravel and the 1-mm sand.
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Figure 11 shows contour plots of erosion rate lier total-load model, but now
the flow depth is held constant (rather than chhslope) atH = 0.95 m and therefore
transport stage is only a function of slope. Thedgtions for the 1-mm sand (Fig.
11B) are qualitatively similar to the cases withnstant channel slope (Fig. 10).
However, as discussed in Section 6.5.1, the erasitenis generally greater if depth is
held constant, rather than slope, because the beehisediment concentration (and
therefore impact rate) is a function of flow deptfihis allows, for example, an ever

increasing erosion rate with transport stage fogdaransport stages.(/7.. > ~ 50),

even if the absolute sediment supply is constaigs(B, 11B). For the 60-mm gravel,
the erosion rate is predicted to be zero for vatidbe relative sediment-supply greater
than about unity (Fig. 11A). This is because,tfar large slopes considered here, the
bedload layer height predicted by equation (25kegs the flow depth, which results in
zero flux of suspended sediment since the bedlagdrloccupies the entire water

column.

6.6. Discussion

6.6.1. Entrainment Capacity for Total Load

Equation (36) contains a transport capacity forldssdig,., in which erosion is
zero if g, > q,, due to depositional cover. For flows with sigréfint suspended

sediment, the transport capacity of the total Imatypically formulated in terms of a
maximum near-bed sediment concentration insteaa mbximum bedload flux§mith

and McLean1977;Parker, 1978;Garcia and Parker1991]. This maximum sediment
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concentration can be found by equating equatioiy énd (16), i.e.c, =a, as

discussed in Section 6.3.3. Under most model tesliown, the near-bed sediment
concentration did not exceed, wherea was calculated using the empirical model of
Garcia and Parker[1991]. This, however, is not true for the 1-mang at small

transport stages. Figure 12 shows the same mesidls as Figure 10B, except that the

erosion rate is set to zero whage> ¢ . In this case, the bed is predicted to be covered
with 1-mm sediment (and thus the erosion ratetis)Zer 7. /7., < ~10. This indicates

a need for an accurate model of the maximum nedusbdiment concentration for both

bedload and suspension conditions, and particulleyransition in between.

6.6.2. Viscous Damping of Impacts

Sklar and Dietrich[2004] assumed that there was not a thresholdtikimmergy
required to cause erosion in their model basedboasen-mill experimentsSklar and
Dietrich, 2001], an assumption that we adopted in the -total erosion model.
Nonetheless, considering the fine particles addcedsere, it is possible that some
impacts might be viscously damped. Theoretical exygkrimental results suggest that
particle-wall impacts can be viscously damped, #xeddegree to which is a function of
the particle Stokes numbebdvies et al. 1986;Lian et al, 1996;Schmeeckle et al.
2001;Joseph and Hun2004]. For spheres impacting a wall, the Stokesber can be

written as,

w_D
—ps_p’ (38)
9oV
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Figure 12. Contour plot of erosion rate in millimeters peyay for the same model
parameters as Figure 10B, except that erosionisaset to zero where the near-bed
sediment concentration exceeds the entrainmentitgud the flow (i.e.,c, >a). The

black circle represents the conditions for thalfishse of the Eel River (Table 1).
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and is a measure of the particle inertia relativethe viscous force exerted on the
particle from the fluid, where is the kinematic viscosity of the fluid (fan?/s) and

w, is the particle velocity. BotBchmeeckle et d2001] andJoseph and Hur{2004]

found that impacts from glass spheres were partiddmped for St< ~100, and
completely damped foSt< ~ 30. Schmeeckle et aj2001] also show that data are
more scattered for natural sediment due to theispberical nature.

Figure 13A shows the results of the total-load ierosnodel for 1-mm sand,

where the erosion rate was set to zero for partiofgacts with St< 30 (wherew, =

w+w;, in equation (25)). For this case, the 1-mm gamatedicted to cause no erosion

for transport stages less than about 3. For largesport stages the sand does erode
the bed because the enhanced impact velocity dierlbalence increases the Stokes
number to St> 30. Viscous damping apparently has no effecthen60-mm gravel
because the gravitational settling velocity is ge@ough thatSt> 30 for all transport
stages.

Figure 13B shows the erosion model predictions @ to data from the
abrasion mill experiments o$klar and Dietrich[2001]. The experiments were
performed by mechanically stirring sediment andewat a cylindrical basin with a
bedrock floor. Particle size was varied whereastot&@ volume of sediment, which is
equivalent tog in a closed system, was held constant. The maitabrasion model
matches the data well for large particle sizes,dvatlicts zero erosion for the medium
sand D = 0.4 mm) because it was in suspension. The-lméal erosion model, on the
other hand, captures the measured finite erosiothéomedium sand (Fig. 13B), but
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Figure 13. A)Contour plot of erosion rate in millimeters per y&& the same model

parameters as Figure 10B, except that the erositenis set to zero if particle impacts
have a particle Stokes number less than 30. Thek loi@cle represents the conditions
for the field case of the Eel River (Table 18) Comparison of the total-load erosion
model and the saltation-abrasion model with theedrgental abrasion-mill data of
Sklar and Dietricf2001]. To make these calculatiofhs= 0.2,H =0.5m,k, =3 x 10

® g, =9 MPa,u,= 0.15 m/sg = 4.2 x 10" mf/s, and the cover term was neglected

(seeSklar and Dietricf2004] for more details).
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over predicts the erosion rate. Although the &éras better by including a Stokes
number cutoff (Fig. 13B), it is nonetheless difficio evaluate whether the data support
this threshold. For exampl8klar and Dietricnf2004] reported that fine san & 0.2
mm) did not produce wear above their detectiontli(ril0® g/hr), but this is also
consistent with the predictions of the total-loadseon model both with or without the
Stokes number cutoff. Furthermore, it is not obsitliat the formulations used herein
(i.e., the parabolic eddy viscosity: equation (23hpuld hold for the abrasion mill
where flow was driven by a propeller and strongosdary currents developed. The

model fit, for example, is improved by settifg 3 in equation (27) (Fig. 13B).

6.6.3. Implications for Natural Streams

The total-load erosion model differs significanthpm the saltation-abrasion
model for high transport stages and high relatiediment-supply rates. The large

transport stages explored for the 60-mm gravel.(e.d 7., >> 1) most likely occur

during relatively large floods or in steep mountt@rrain. For example, the bed-shear
stress for the Bonneville flood of the western EditStates has been estimated to be
2500 Pa@'Connor, 1993]. We calculate that this flood was competersuspend 150-

mm cobbles (i.e.u./w, = 1, using thew,, relation ofDietrich [1982] for natural

sediment), which is consistent with Bonneville floaeposits @'Connor 1993].

During this event, 60-mm gravel was at a transptage ofr. /7., = 85, and 1-mm
sand was ar. /7., = 5.2 x 16. In mountain terrains, such large bed stressasbea

achieved more readily. For example, during Typhdims in 2000, which has a
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recurrence interval of about 20 years, the readnamed bed stress of the LiWu River
in Taiwan was about 2300 Piddrtshorn et al, 2002], making this more frequent event
nearly as competent as the Bonneville flood in endmg gravel. In fact, the
maximum across-channel erosion rates during TypHibs occurred several meters
above the channel thalweg, suggesting that erdsyosuspended particles outpaced
bedload erosion in the channel thalwkigiftshorn et al, 2002].

The total-load erosion model is also importantdasider fine sediment, which
can be at large transport stages during more refjala events. For the characteristic

event on the Eel River, the 1-mm sand is calcultiduave a transport stage nf/ 7.,

= 102. For these conditions the saltation-abrasiodel predicts no erosion, whereas
the total-load model predicts an instantaneousi@rasite of approximately 10 mm/yr.

The erosion rate due to sand is smaller than thedigied for gravel (for the same

sediment supply), but it is nonetheless signific@rdble 1). The total-load model

might be particularly important for rivers whereetload is dominated by sand, for
example due to granite or sandstone lithologies.

Deciphering between the relative roles of sand gnadrel in fluvial erosion is
beyond the scope of this chapter. A significamtitition of the model is that it only
considers sediment of a single size. It is cleamfevaluation of the contour plots
(Figs. 10 and 11), that there are regimes in paemspace where erosion from sand
can be greater than that from gravel, but this ddpeon the relative supply of each.
Since finer particles often dominate the load afvar, it seems possible that erosion
from sand might be as or more important than ero$iom gravel. Incorporating

multiple particle sizes and particularly bimodattdbutions of sediment into the model,
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however, is not trivial. For example, it has beéown that the addition of sand into a
gravel bed can lead to non-linear increases inttaesport capacity of both sizes

[Wilcock et al. 2001; Wilcock and Crowe2003]. Extending the erosion model to
multiple particle sizes would require reassessnoérgeveral formulas used herein to
account for mixture and bimodal effects (over arbekl bed) including the bedload

transport capacity, the hydraulic roughness of libd, the bedload velocity and the
bedload layer height. Experimental and field meaments are needed to guide future
theoretical work.

The total-load erosion model is most sensitive lte prediction of impact
velocity, and this is also a topic that deservetrtu study. For example, our
characterization of particle fluctuations that feguimpacts as a Gaussian distribution
is undoubtedly oversimplified. The degree to whietnticles detach from the fluid near
the boundary likely depends on the relative patiesponse time compared to the fluid
turbulence timescale (i.e. a particle Stokes nujnfeg., Crowe et al. 1996]. In
addition, local turbulent fluctuations can be irgenespecially above a non-uniform
bed. The model does not incorporate changes irahiid roughness or turbulence due
to sediment cover or bedforms. Erosion of protngdpieces of bedrock is likely to be
much more efficient than erosion into a flat besldasumed herein), because the impact
velocity should scale with the mean flow rathernth@rbulence intensity or the
gravitational settling velocity [e.g.Anderson 1986]. Furthermore, erosion by
suspended sediment could be substantial over bedfeuch as flutes or potholes,

where there is a significant advective componenthefimpact velocity by the mean
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flow or vortices Plexandey 1932; Tinkler, 1997; Whipple et al. 2000; Johnson and
Whipple 2007].

Where it differs from the saltation-abrasion modkk total-load erosion model
should have significant implications for predictinger channel morphology. For
example, variations of the saltation-abrasion mb@ek been used to model knickpoint
migration in bedrock rivers [e.gChatanantavet and ParkeP005; Gasparini et al.
2007; Croshy et al. 2007], and the total-load model is likely to maé#ferent
predictions owing to the large transport stagestipafy these steepened reaches. It has
been suggested, for example, that hanging valleghtniorm because, based on the
saltation-abrasion model, steepened reaches hawer krosion rates due to increased
particle hop lengths and decreased impact ratéso{is et al.2006; Croshy et al.
2007]. The total-load erosion model, however, st the opposite: erosion rates
increase with increasing channel slope and trahgtage (at least for large transport
stages, e.g., Fig. 4) because of the advectionsdended particles towards the bed by
turbulent eddies.

Although the total-load erosion model offers insigito channel dynamics, we
caution against using it (or other fluvial-abrasimodels) for quantitative estimates in
steep reaches with large roughness to depth réties ks / H). In these cases,
descriptions of flow resistance [e.Bathurst 1985], sediment transport capacity
[Yager et al. 2007] and incipient sediment motionajmb et al. 2008] are likely to be
different. Moreover, at near vertical slopes, ottr®cesses such as plunge pool erosion

[e.g.,Lamb et al. 2007] are probably more important than fluvialasion.
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6.7. Conclusions

We have developed a mechanistic model for flubadrock incision by
suspended and bedload sediment. Particles aredeoed to impact the bed due to
gravitational settling and advection by turbuledtlies, the later of which dominates at
high transport stages. The model predicts thatetsion rate is a function of three
dimensionless quantities for a given grain sizendport stage, relative sediment
supply, and channel slope. Inclusion of suspengomportant for high transport
stages (i.e., large floods, steep slopes, or sipaitticle sizes) and high relative
sediment-supply rates. For a given ratio of sedinseipply to transport capacity, the
erosion rate is predicted to increase with trartsptage because of the heightened
impact velocity due to turbulent fluctuations, afmes not taper to zero as predicted in
the saltation-abrasion model. For most casesjograates increase more rapidly with
transport stage by increasing slope and fixing [emther than the opposite. This
depth (or slope) dependency on erosion rate abseause both the near-bed sediment
concentration and the particle fall velocity arestve to the vertical distribution of
sediment in the water column. The total-load enosnodel predicts that erosion can be
substantial where the sediment supply exceedsdtiwéd transport capacity because a

portion of the load is carried in suspension.
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6.8. Appendix 1 — Fall Velocity

The acceleration of a falling particle can be clatad from the difference

between the gravitational acceleration of the plertand deceleration due to drag

dw

F = Cl - CZWZ, (Al)

wherew is velocity in the vertical dimensiog,is the acceleration due to gravity and

C, andC, are given by

Cl:Mg (AZ)
Ps
1 Pt A
==c, X A3
= 2% oV, (A3)

whereC, is a drag coefficientp, is the density of the fluid that the particleadlihg
through, p, is the particle densityA, is the cross sectional area of the particle
perpendicular to fall velocity, and, is the volume of the particle. We are interested

the acceleration over a certain fall distance rati@n over a certain fall time. Equation
(A1) can be written in terms of vertical distarefgpositive downward) by

substitutingdt = dz/w, which yields
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W%V +C,W =C, (Ad)
In order to solve equation (A4) analytically, wesase thatC,, and therefore&C, , is

not a function ok. In reality C, should vary as particles accelerate and the pertic

Reynolds number increases. Using a simple numénieggration, we found that
accounting for a variable drag coefficient typigdibs less than a 10%-effect on

settling velocity. We therefore assume thgtis a constant for a given particle size

and solve the non-linear ordinary differential eitpaas

w= \/% (1-exf(- 2C,z2)) . (A5)

2

where the boundary condition(z = 0) =0 has been applied. Substituting equations
(A2) and (A3) into equation (A5), assuming sphdrpzticles (i.eV,/ A = 2D/3),
defining the fall distance az = H, /cosd, and taking the component normal to the

bed results in equation (30).

288



6.9. Appendix 2 — Notation

Cross-sectional area of a sediment particfy (L
Volumetric sediment concentration ( - )
Near-bed volumetric sediment concentration ( - )
Drag coefficient ( -)

Sediment diameter (L)
Rate of vertical erosion (L)
Impact rate per unit bed area4r?)

Fraction of exposed bedrock ( -)

Acceleration due to gravity (L9
Depth of flow (L)
Thickness of the bedload layer (L)

Particle fall distance (L)

O L 0>

— MO O

o

—

r I T laem

o

Particle saltation hop length (L)

Roughness coefficient ( -)
Rouse parameter ( -)
Volumetric sediment supply per unit channel wigtAr ™)

Volumetric bedload flux per unit channel widtH{r*)
Volumetric bedload-transport capacity per unit argmwidth (L°T™)
Volumetric suspended-load flux per unit channeltvi(L>T™)

-]
£ 2

0O O
o ISy
5}

Volumetric water discharge per unit channel widtfir =)

Submerged specific density of sediment ( -)
Channel-bed slope ( -)

Particle Stokes number ( -)

Time between particle impacts (T)

Stream-wise flow velocity (L)

Depth-averaged stream-wise flow velocity {)T
Depth-averaged stream-wise bedload velocity LT

Shear velocity (LT)
Volume of eroded rock per impact’jL
Volume of a particle ()

Channel width (L)
Vertical velocity (LTY
. Terminal settling velocity of a particle (5]

"*(/)(I);UEQ

<<e cce -

©

£ ==

Impact velocity of a particle at the bedrock ifaee (LT

g =

.« Effective impact velocity (LT)

Particle velocity (LT

=
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FT®RN QM NN<g =

NN

<

Velocity of a falling particle normal to the b@dr ™)
Velocity fluctuations perpendicular to the bed BT
Young’s modulus of elasticity (MET?)

Height above the bed (L)

Flow roughness parameter (L)

Energy to erode a unit volume of bedrock (V1%
Rock tensile strength (MIT%)

Standard deviation in vertical velocity fluctuatio(LT?)

Sediment entrainment parameter ( -)
Proportionality constant relating the diffusivitf momentum and sediment ( - )

Empirical rock erodibility coefficient ( -)

von Karman’s constant ( -)
Relative height above the bed ( -)

Relative height of the bedload layer ( -)

Kinematic viscosity of the fluid @T™)
Turbulent eddy viscosity (™)

Density of sediment (MP)

Density of fluid (ML?)

Shields stress ( -)

Critical Shields stress for incipient sediment ioiot( - )

Integral relating the flux of suspended sediment,t, H andU ( -)
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